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Abstract. Cardiac function deterioration of heart failure patients is frequently 

manifested by the occurrence of decompensation events. One relevant step to 

adequately prevent cardiovascular status degradation is to predict decompensa-

tion episodes in order to allow preventive medical interventions. As this deteri-

oration is reflected in several physiological parameters, information fusion 

techniques may provide an effective framework to develop more accurate pre-

diction schemes. In this work is presented a review on information fusion tech-

niques that may be useful on the prediction of decompensation events and final-

ly, a possible fusion scheme and some preliminary results are presented on the 

prediction of heart failure decompensation events resorting to feature spaces 

that perform the fusion of different physiological parameters. 

1 Introduction 

Information fusion is known as the integration of data and knowledge from several 

sources. Through information fusion a system can be better characterized by exploring 

the redundancies and complementarities of the data that is produced from that system. 

The term information fusion in this review encompasses the fusion processes at all the 

abstraction levels, i.e., from the sensor/data fusion to higher levels of information, 

such as features, events, decisions or expert knowledge. 

Before some main methods used in information fusion are described it is important 

to give some definitions of the concept. One of the most accepted definitions by re-

searchers is from the Joint Directors Laboratories (JDL), which states: “A multi-level 

process dealing with the association, correlation, combination of data and infor-

mation from single and multiple sources to achieve refined position, identify estimates 
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and complete and timely assessments of situations, threats and their significance.” 

[1]. Another well-known definition is from [2]: “data fusion techniques combine data 

from multiple sensors and related information from associated databases to achieve 

improved accuracy and more specific inferences than could be achieved by the use of 

a single sensor alone.” One particular definition that fits the research interest of this 

work is: “Information fusion encompasses the theory, techniques, and tools conceived 

and employed for exploiting the synergy in the information acquired from multiple 

sources (sensor, databases, information gathered by humans etc.) such that the result-

ing decision or action is in some sense better (qualitatively and quantitatively, in 

terms of accuracy, robustness and etc.) than would be possible, if these sources were 

used individually without such synergy exploitation.”, from [3]. 

Information fusion as a multidisciplinary area that it is, contains several categoriza-

tions of the existing methods. In this work is not intended to do an exhaustive review 

in all the existing methods neither in all possible categorizations of such methods. It 

will be focused in a few techniques that are common in most of the applications, and 

in categorizations that are suitable for the chosen techniques. 

2 Categorization of Information Fusion Techniques 

As referred before that are possible ways to categorize the fusion methods, depend-

ing on the given application and field of implementation. In the next list are presented 

some, that are differentiated by the type of sources and level of analysis: 

• Based on the relation between sources [4]; 

• According to the input/output abstraction level [3]; 

• Following the abstraction level of the employed data [5]. 

• Based on data-related fusion aspects [6]. 

 

Other categorizations could be considered, namely the ones based on the architec-

tures of fusion, or the ones more appropriate to the design of data fusion systems. 

However, these ones will not be considered since this work is more concerned in un-

derstanding the relations between the fusion tasks and employed data. 

 
2.1.1 Based on the Relation Between Sources 

 

In this categorization the fusion methods are divided by the relations of the sources, 

and three main category of data fusion applications are proposed, which are the situa-

tions where the sources are: 

 

• Complementary: When the sources that describe a given process have dif-

ferent perspectives and are of the same type. For example, two cameras 

filming an object from two different angles, or two different leads of an 

Electrocardiogram (ECG), or even two microphones at different spatial 

positions. Through the fusion of the information is possible to obtain a 

more complete knowledge about the process. 
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• Redundant: When the sources that describe a given process are at the same 

perspective and are of the same type. For example, two cameras at the 

same perspective. This fusion can provide improved knowledge by explor-

ing the redundancy of data and reduce the intrinsic errors and noise of the 

recording instruments. 

• Cooperative: When data from sources of different data types/modalities are 

fused together. For example, the fusion of information of multi-modal 

physiologic data, i.e. the fusion of data coming from an, e.g., ECG and 

Phonocardiogram (PCG), both are recording the same process (the cardiac 

function) but recording it from different ways.  

 
 

 

Figure 1. Categorization based on the relations between the sources [7]. 

 

 

2.1.2 According to the Input/Output Abstraction Level 

 

In [3] is described how to differentiate the processes of information fusion based on 

its inputs and outputs. It was the first categorization that differentiated the methods 

and techniques based on the abstraction level of application. 
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Figure 2. Categorization according to the input/output data types and nature [7]. 

 

 
2.1.3 Following the Abstraction Level of the Employed Data 

 

As in [3], the following work also categorized the methods based on the abstraction 

levels, but with a few nuances between them. In this work, the methods are divided in 

the following way: 

 

• Signal level: Addresses the fusion at the level of one-dimensional signals, 

e.g. one lead ECG, PCG, Arterial Blood Pressure, and so on. 

• Pixel level: The methods used at the raw level on image data. 

• Characteristic: Addresses fusion mechanism employed in level of features 

of multiple sources, be them images or signals. 

• Symbol: It is respective to fusion at the decision level, i.e., the fusion of the 

results of several models that intent to represent a given system or process. 

 
2.1.4 Based on Data-Related Fusion Aspects 

In [6] the categorization is focused on the data characteristics provided by the sen-

sors, particularly in the fusion challenges of different input data. It was identified four 

main challenges related to multi-sensor data fusion. 

 

4



Data-related Fusion Aspects

Imperfection Correlation Inconsistency Disparateness
 

Figure 3. Categorization based on Data-Related Fusion Aspects. 

 

• Imperfection: Imperfection in this context refers to the uncertainty associat-

ed with the measures from the sensors, as also the stochasticity of the pro-

cess being recorded. One fusion technique must be able to consider these 

uncertain phenomena in order to provide more accurate estimates. 

• Correlation: This problem is present when different sensors are exposed to 

the same external noise, introducing a bias in the measurements. The ob-

tained results for the fusion methodology may suffer from under/over con-

fidence if these dependencies between sensors are not accounted for. 

• Inconsistency: Inconsistency refers to the problem of having conflicting data 

from different sensors, or even the problem of having spurious data with 

outliers or missing values. The challenge in this aspect resides in the prob-

lem of fusing several sources of information that contradicts each other or 

that present abnormal measurements due to systems’ failure. Another chal-

lenge that resides in the inconsistency challenge is the one of having dif-

ferent source of data that present different sampling frequencies. 

• Disparateness: Fusing information from different modalities, e.g. an fMRI 

with an EEG, can be a challenge due to the difference of the sensors na-

ture. 

 
2.1.5 Categorization Used in this Work 

 

The categorization used in this work also follows a differentiation based on the ab-

straction levels, namely: 

 

• Measurements: Comprises all fusion mechanism that perform at the level of 

raw measurements coming from sensors, without distinguish if the pro-

duced data is images or one-dimensional signals; 

• Features: Methods used at the fusion of features from different sources; 

• Decisions: Respective to the combination of several decision models that de-

scribe a process or system. 

 

Our categorization does not intend to depart from the presented ones, but find a 

consensus/synthesis between all of them. For example, in measurements level is ad-

dressed the DAI-DAO and DAI-FEO of the categorization presented in [3] and the 

signal and pixel level from the categorization in [5]. Our characteristics level compris-
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es the FEI-FEO and FEI-DEO levels and is the same as the characteristic level from 

[5]. The Decisions level corresponds to the DEI-DEO and the symbol levels from the 

previous categorizations. The categorization presented in [4] based on the relation 

between sources is also considered, by considering that at each abstraction level, the 

information sources can be complementary, redundant or cooperative. Moreover, the 

suitability of each method will be considered regarding the challenges present in [6]. 

2.2 Information Fusion: Measurement Level 

The fusion at the level of measurements normally focus on the preprocessing phase, 

by estimating the state of a variable of interest. These techniques are used to fuse 

redundant information in order to obtain a better parameter estimation, or even to fuse 

complementary information if the system that describes the interactions between the 

measurements is possible to be defined. However, it is difficult to adopt these tech-

niques when facing fusion problems with inconsistent or disparate data [6]. Among the 

techniques at this level, the weighted averages and state estimators are the most com-

mon to be employed. 

 
2.2.1 Weighted Averages 

 

This method performs the average of all available sensor measurements at each 

time. Despite being simple, it is useful when the sensors are of the same type and 

recording the same process (redundant fusion). By taking the mean value, uncertainty 

can be reduced [8].  

 
2.2.2 State Estimators 

 

The Kalman filter [9] is characterized as an optimal linear estimation algorithm, 

i.e., it is used to estimate the optimal values of a parameter. This method is used in 

situations where there are multiple measurements (direct or indirect) of a parameter, 

however these measurements can be biased by noise. By using the Kalman filter, these 

noises can be considered to produce a more accurate estimation, therefore this method 

is usually applied in cases where the data is imperfect, or used to consider the correla-

tion challenge, if the errors covariance are taken into account. Additionally, if the state 

system is known, fusion of complementary sensors’ information can be performed, 

resulting in a refined state estimation. It is a recursive process composed by two phas-

es: (1) predict the next state based on the system definition; (2) update the estimation 

based on the noisy measurements of the current state. 

However, the Kalman filter takes some assumptions that make it inapplicable in 

some situations, such when the process and observation errors are not drawn from a 

Gaussian distribution, or the process to be described mathematically is nonlinear. To 

take into account these situations some variants of the presented methodology were 

developed known as the nonlinear state estimators, namely the Extended Kalman 

Filter (EKF), the Unscented Kalman Filter (UKF) and Particle Filter (PF). The EKF 

assumes that the nonlinear system can be locally approximated by a linear function, 

and is differentiable. UKF approximates the Gaussian distributions instead of the 
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nonlinear function to take into account highly nonlinear functions that cannot be ap-

proximated linearly. These two methods, although taking into account the nonlinearity 

of the process, still assume that the errors follow a Gaussian distribution. In the case 

of the non-normality of the errors’ probability density function, the PF can be em-

ployed. 

 

2.3 Information Fusion: Feature Level 

 

Feature level fusion concerns with the fusion of several features from different 

sources in order to produce an output, when the latter can be categorical (classification 

problem) or continuous (regression problem). At this level, features from different 

sources/sensors are computed and fed to a classifier/regressor which maps the rela-

tions between features trough an automatic learning procedure, to obtain a fused out-

put in the end. Due to the higher abstraction level, these methodologies provide a 

more flexible framework to deal with disparateness and inconsistency fusion problems 

[10]. The number of classifiers/regressors is enormous due to the always evolving and 

broad area of Machine Learning, ranging from linear to non-linear, supervised or non-

supervised, and parametric or non-parametric techniques. Moreover, there is no gen-

eral better solutions, as each method can be more appropriate in a given situation.  

Tackling the problem of information fusion, K-Nearest Neighbors (K-NNs) have 

been widely used in the field of activity recognition through fusion of accelerometers 

signals [11]–[14], as also Support Vector Machines (SVMs) [15]–[17] and Artificial 

Neural Networks (ANNs) [18]–[20]. In other fields of physiological monitoring, a 

Linear Discriminant Analysis (LDA) classifier was used to detect stress in driving 

tasks [21], and in the prediction of Heart Failure (HF) decompensations events Deci-

sion Trees (DTs) [22], [23], K-NNs [24], SVMs [22], [23], [25] and Naïve-Bayes 

(NB) [26] were used. 

 

2.4 Information Fusion: Decision Level 

 

Decision level fusion corresponds to the fusion of several decisions from different 

models developed for each source. This is the highest abstraction level in the categori-

zation of information fusion, and these techniques facilitate a framework to fuse in-

formation that is highly heterogeneous, e.g., an ECG with an fMRI image. However, 

higher the abstraction level, lesser information is retained and possible dependencies 

and relations between sources may be lost, which can be preponderant to achieve an 

effective model [27]. Among the techniques at this level, the Bayesian Inference [28], 

[29], Fuzzy Logic [30], [31], Dempster-Shaffer [32] and Ensemble Heuristics [33], 

[34] are the most common to be employed. 
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3 Information Fusion on the Prediction of Decompensation 

Events 

Heart Failure is characterized by the occurrence of structural or functional abnor-

malities in the normal filling or ejection of blood in the ventricle. Treatment of HF 

typically takes place at the hospital as consequence of the repeated occurrence of 

acute decompensation events reflecting the continuous deterioration of the patient’s 

cardiac function. The poor prognosis and recurrent admissions associated with HF can 

help explain why the diagnosis of HF is, in fact, the commonest among all hospitaliza-

tions, with related treatment costs accounting for 2-3% of total expenditure of 

healthcare systems in developed countries [35]–[37]. 

Based on the above, it is pertinent to analyze HF data towards the exhaustive iden-

tification and characterization of predictors and this way, ultimately improve treat-

ment, decrease the number of readmissions and reduce healthcare costs [35], [37]. In 

other words, monitoring physiological indicators able to reflect the progress of the 

decompensation (such as alterations in the ventricular filling pressures, in the body 

weight (BW), in the heart rate (HR) and the presence of arrhythmias, among others) 

might be a key factor in improving risk stratification of patients [35].  

Studies reporting HF predictors of morbidity, mortality, destabilizations (sudden al-

ternating periods of apparent stability) and re-hospitalizations can be found in litera-

ture [35], [38]. Many of these report the use of blood pressure (BP) as predictor, 

which is in accordance with the characterization of cardiovascular diseases, particular-

ly hypertension, that is typically associated with high BP [38]–[48]. BW, another 

feature widely reported in HF prediction studies, was observed to increase before the 

occurrence of an acute decompensation event [40], [49]. Furthermore, intracardiac 

impedance has also been recently reported to decrease as result of HF worsening be-

ing a strong candidate as HF decompensation predictor [50], [51]. 

Based on the aforementioned, it is crucial the existence of approaches that are able 

to fuse relevant information from the physiological parameters in order to predict and 

prevent HF decompensation events and consequently the worsening of HF patients. In 

the next sub-sections is proposed a fusion scheme for decompensated HF oriented 

data, with the goal of combining information that can be useful in the prognosis of HF 

decompensation events. 

 

3.1 A Possible Fusion Scheme 

 

Due to the ambulatory nature of physiological monitoring, the acquired data may be 

subject to uncertainty and inconsistency, with the presence of missing values and 

outliers. Furthermore, depending on the data acquisition system, signals with different 

sampling rates may also be present. Based on the referred possibilities, a fusion 

scheme at the level of features may be more appropriate, once the higher abstraction 

level provides a more flexible framework. Another consequence of fusing the infor-

mation at this level is the loss of information present in the raw data which may be 

relevant to obtain relationships between sources, to tackle this issue the features ob-

tained from the signals must be the most representative of the problem at hand. In the 
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HF decompensation context, studies suggest that modifications and trend onsets can 

be observed on HR, BW, BP, thoracic impedance, or respiratory rate (RR) weeks 

before a decompensation event occurs. Given this, the proposed methodology aims to 

find relevant feature’s spaces that have predictive value in HF decompensation events. 

To find the relevant features to be fused, the following procedure is performed: 

 

• Preprocessing: Imputation of missing data through linear interpolation and 

obtainment of the 20 last daily measurements prior to the event in the case 

of the decompensation patients, and random 20 consecutive daily meas-

urements in the case of the control group. The time window of 20 days 

was chosen based on the hypothesis that it has a sufficient length to cap-

ture all the modifications and trends caused by an incoming decompensa-

tion event [52]. 

• Feature computation: For each physiological parameter four features are 

calculated with the intention of capturing the state of the 20 days meas-

urements, namely the mean, the standard deviation, the slope, and the ab-

solute value of the slope. The mean is used in order to capture the level of 

magnitude of the physiological parameter, the standard deviation its varia-

bility, the slope its trend and evolution in the past 20 days, and finally, the 

absolute value of the slope, based on the hypothesis that a positive or neg-

ative slope against a zero slope may have discriminant power to differenti-

ate between prior decompensation class (high risk) and normal condition 

class (low risk), i.e., the presence of a trend (positive or negative) against 

a null trend. The slope value is obtained by a linear regression.  

• Feature selection and classification: As a consequence of calculating 4 fea-

tures for each physiological time-series, the number of obtained features 

becomes increasingly high as the number of sensors being used increase. 

Due to this, a feature selection procedure must be employed in order to 

keep the relevant features, eliminating the non-useful, and reducing the 

feature space dimensionality. Using the best feature subset encountered, a 

classification system can be used in order to emit alarms if incoming de-

compensation events are detected. 
 

3.2 Preliminary Results on the MyHeart Dataset  

The MyHeart dataset [46], is a heart failure telemonitoring study with annotated 

heart failure episodes, which is a private dataset composed by daily physiological 

parameters such as body weight (BW), systolic blood pressure (BP), heart rate (HR), 

respiratory rate (RR), external and internal thoracic impedance, (RE) and (RI), respec-

tively. 

This study enrolled 148 patients from six clinical centers in Germany and Spain 

that agreed with data acquisition and processing under anonymous conditions. During 

the study the patients were requested to measure the physiological measurements 

referred above. As a consequence of the ambulatory nature of the study, the data pro-

duced is composed by missing values and noise. Consequently, only 39 patients were 

used in this present study (the ones who have at least one measurement of all the phys-
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iological parameters 20 days preceding a decompensation event). This selection was 

performed in order to find the relevant and discriminatory features that precede a 

decompensation event. Additionally, six cardiologists have analyzed the data, identify-

ing which patients had experienced a decompensation event (14 patients) and which 

patients had not (25 patients). 

A genetic algorithm (GA) was used for the feature selection procedure. The used 

fitness function is based on the maximization of the geometric mean (Gmean) of Fish-

er Discriminant Classifiers (FD) on a Leave-One-Out (LOO) validation. FD classifi-

ers, which are linear classifiers, were used to prevent high degrees of freedom in the 

training procedure and obtain models with generalization capabilities. The feature 

subsets were limited to a maximum of three features and a minimum of one. This 

choice was made to prevent overfitting and for interpretability purposes. The inter-

pretability in this study is taken as an important characteristic, because in the case of 

the development of a clinical application, as a decision support method that it is, the 

clinicians may require observing and understand why decompensation alarms oc-

curred, or did not. 

The best feature combination achieved is the mean of the weight, the standard devi-

ation of the blood pressure and the mean of the intrathoracic bio impedance, with a 

geometric mean of 88.32%, and a sensitivity and specificity of 92.86% and 84%, 

respectively.  
 

4 Conclusion 

In this work was presented a review on information fusion techniques that may be 

useful on the prediction of decompensation events. Based on the advantages and dis-

advantages of the different types of information fusion techniques, a possible frame-

work to fuse physiological measurements with application to HF decompensation 

prediction was proposed. In future work, is intended to perform a more in-depth ex-

ploration on the advantages and limitations of the proposed fusion framework for HF 

decompensation prediction, as also test new approaches. 
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Abstract. Much of the responsibility for technology to reach society is from re-

searchers. Through financial tools and collaborative projects, technology transfer 

becomes a reality. This is the case of the paper which describes a technology 

transfer on-going project. The work started as an experience of collation ApS 

(Service-based Learning). However, after the initial analysis, the experience has 

become a technology transfer project involving the Universitat Politècnica de Va-

lència along with other European universities and educational centers. 

Collaborating partners: Centro de Cooperación al Desarrollo (Universitat Politècnica de 

València); Escola Tècnica Superior d'Enginyeria Informàtica (Universitat Politècnica de 

València); Colegio la Purísima-Hnas. Franciscanas de Valencia, Spain; Fundación Caja Mar de 

la Comunidad Valenciana, Spain; Universitatea Tehnica Cluj-Napoca, Romania; Universidade 

do Porto, Portugal; Agrupaçao Paredes, Portugal; TBAgrosensors, SME; Osnovna sola Smartno 

pod Smarno goro, Slovenia; Directorate of Primary School Educatio, Greece. 

1   Introduction 

“School Gardens for Future Citizens” is a project which aims to improve inclusive 

quality education and students’ skills, cultural diversity, sustainable growth social 

citizenship and its education throughout a transversal integration of technology at all 

school levels around a real-life use case in ecologic school gardens. 

The defense, of school gardens and its advantages in education is not new. For exam-

ple, the network Eco-Schools.org groups 51.000 schools of 61 countries. Erasmus+ 

has also funded several initiatives such as “Erasmus Gardening: Culture and Science” 

[1] or “GARDENStoGROW: Urban Horticulture for Innovative and Inclusive Early 

Childhood Education” [2]. These examples highlight school gardens as a students’ 

learning vehicle to different goals, such as social inclusion or nutrition. A holistic learn-

ing approach encourages knowledge of social, economic and cultural understanding in 

which students live. It will promote learning competences, critical thinking and prepare 

them for a global world in continuous change. Adding the ecological approach, 

schools’ gardens also promotes values for future citizenship towards respect for the 

environment and responsible behavior, sustainable production of food or healthy food. 
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For example, FAO, in its document “New School Garden Policy” [3] promotes to use 

of school gardens and the application of GBL methodology (Garden Based Learning).  

General speaking, school gardens deal with many sustainable development targets 

(SDGs) such as ensuring healthy lives and promote well-being for all at all ages, inclu-

sive and equitable quality education, gender equality or responsible consumption.   

Under this context, school gardens need to take a step forward. The potential of ICT is 

very high but scarcely materialized in schools except for the use of tablets or comput-

ers for accessing to external educational resources. 

Technology is well received by the new digital generations. However, the use of tech-

nology in schools is still a challenge. ICT can be incorporated in formats better accept-

ed by all students and levels as a means of observing the reality, sharing knowledge, 

stimulating creativity, stoking the initiative and empowering students in their own 

learning.  

This project proposes an innovative technology transferring pilot which pretends to 

transfer to the classroom activities the garden through the creation of a virtual envi-

ronment that transform garden observation and work in data and information which 

allow the teacher to, on the one hand, build own educational resources and on the 

other hand, establish a connection between the physical world (garden) and the digital 

(virtual), linking non-formal activities outside the classroom with the content of the 

programs of the teaching guides. It eases the integral development of the students, 

helping to improve their self-esteem and personal satisfaction because the activities 

carried out are highly motivating and link the process of learning with the development 

of both personal and academic skills. Moreover, school gardens improve the relation-

ship between the community and the school, since social and educative networks are 

created, fostering the feeling of belonging to a bigger community. On a pilot experi-

ence it is possible to define targets, to observe deficiencies on needs and to create a 

suitable and adapted ICT environment accepted by the students, teachers and in gen-

eral, throughout the educational community. 

The school gardens combine technological needs for managing and control with educa-

tion in values of environmental sustainability [4], social inclusion and citizenship, 

transmission of tradition and the promotion of digital culture in both girls and boys 

from the early school stages. It is a challenge to carry out the integration so that it can 

be extended to other schools throughout Europe with the same interests and impact, 

taking into account cultural diversity and climate differences.  

In summary, the project mission is to work on good practices, tools and resources 

which help to a broad community to create and produce adapted educational resources 

to their own needs to improve students’ basic and soft skills, language skills and social 

education. It will bring advancement on a new digital project-based learning method-

ology by adopting an inclusive real-life learning programme supported by teachers’ 

good practices and activities within an ICT specific developed approach.  
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2   Objectives 

Research, innovation and now we must add social transfer. These are the primary 

objectives of a research project. The technological evolution has brought knowledge 

and applicability to many public and business sectors. However, its impact on schools 

and their educational programmes is below their current potential many times limited 

to specific subjects few hours a month. Although ICT transference could be much 

more extensive, on a pilot experience it is possible to define specific objectives, to 

observe deficiencies on needs and to create a suitable and adapted environment 

accepted by the students, teachers and in general, throughout the educational 

community. 

In summary, this project “School Gardens for Future Citizens” will bring advancement 

on digital project-based learning methodologies by adopting an inclusive real-life learn-

ing programme supported by teachers’ good practices and activities within an ICT 

specific developed approach [5-6]. The study and results will be focused on a pilot set 

around school gardens that joint real-life learning with tradition, SDG values, quality 

education and socio-cultural European opening. Three schools participate as pilots to 

research on good cross-curricular practices to the overall school levels and subjects, 

adopting a technological approach to build new activities than combine gardening and 

technology. 

 

2.1   Technological Objectives 

The technological objectives are based on the adaptation of wireless sensor networks 

for the monitoring of field values to the concept of IoT (Internet of Things) or IoF 

(Internet of Farming). The values measured with different types of sensors are treated 

syntactically and semantically to be sent to an information concentrator that serves 

clients to display parameters in the cloud. 

Post information treatment derives in user resources, such as a library of software 

resources to complete an ICT tool to control, virtualize and manage information relat-

ed to school gardens. Students, teachers and staff necessities should be translated into 

control, management and interaction requirements attending to the variety of plots, 

agro-uses and agro- specific planning of schools. The ICT tool supports teachers and 

staff to promote gardens sustainability, while it becomes a continue source of input 

data usable and available to design and share learning resources to different subjects 

and age. Output will provide with core components and examples of human/children 

interfaces to interact with information, to observe and care the garden. 
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2.2   Social Objectives 

Promoting the acquisition of skills and competences 

The project will promote learning competences, critical thinking and prepare stu-

dents for a global world in continuous change. Besides, the project will promote values 

for future citizenship. It will also contribute to the improvement of the knowledge 

students have of English, since it will be the language used during the project. It will 

also contribute to the development of their ICT competence / skills since students will 

interact with technology and will use technology to observe reality, transform the gar-

den information and work in data, and share that information and their work with other 

students. 

 

Open education and innovative practices in a digital era 

The project will promote innovative practices connecting both virtual and real 

worlds with the aim of motivating students learning. Moreover, the project pretends to 

transfer to the students the creation of a digital environment transforming the garden 

observation and work in data observation, so that teachers can create own educational 

resources. The students will learn to use new applications and coding for the real life. 

Students will discover knowledge through orchards and environment and they will give 

to this a digital treatment. 

 

Social inclusion 

Students will improve their self- esteem and personal satisfaction because the activi-

ties carried out are highly motivating and link the process of learning with the devel-

opment of both personal and academic skills. It will improve the relationship between 

the community and the school. The project will be based on an inclusive perspective 

which promotes equality of opportunities giving an individual education. Groups of 

work will be established through cooperative methodology in order to mix students 

with different qualities and necessities (gender, special educational needs, etc.) so that 

all members can help each other to improve their knowledge and abilities. Teachers 

will adapt the activities to the students in order that the cooperative learning is effec-

tive. 
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3   Impact 

Impact will be largely seen at the teachers, students and parents involvement and at the 

shift of curricula development fostering very significant issues such as a increased 

quality of education and training, more strategic and integrated use of ICTs and open 

educational resources in education systems, an increased use of learning outcomes, the 

improvement of the quality of life for the school communities, the development of 

curriculum for the communities of the organization, the increasing cooperation 

between schools in local/national level, a long-term adoption of the program by the 

majority of schools, the facilitation of the implementation of the project in schools by 

means of production of supporting material, new and increased inter-regional and 

transnational cooperation of public authorities in the fields of education, the 

strengthening the relations with local stakeholders and a education system closer links 

to business and the community. For non-school partners impact will be evident by the 

enhancing of ability to support schools' innovation and by enlarging its proficiency 

regarding technology transference and projects' evaluation competences. 

4   Conclusion 

This paper presents an on-going technological transference project aims to improve 

inclusive quality education and students' skills.  

Ecological school gardens deal with many sustainable development targets (SDGs) 

such as ensuring healthy lives and promote well-being for all at all ages, inclusive and 

equitable quality education, gender equality or responsible consumption.  

The project makes a step forward in School Gardens with an innovative technology 

transferring pilot which pretends to transfer to the classroom activities the garden 

through the creation of a virtual environment that transform garden observation and 

work in data and information which allow the teacher to, on the one hand, build own 

educational resources and on the other hand, establish a connection between the physi-

cal world (garden) and the digital (virtual), linking non-formal activities outside the 

classroom with the content of the programs of the teaching guides. It eases the integral 

development of the students, helping to improve their self-esteem and personal satis-

faction because the activities carried out are highly motivating and link the process of 

learning with the development of both personal and academic skills. Moreover, school 

gardens improve the relationship between the community and the university and the 

school, since social and educative networks are created, fostering the feeling of be-

longing to a bigger community, encouraging cultural exchange, sustainability values, 

social integration and digital responsible use in a globalized Europe. 

19



References 

1. https://erasmusgardening.poli.hu/ Accessed in June 2018. 

2. http://www.gardenstogrow.eu/en/ Accessed in June 2018. 

3. http://www.fao.org/docrep/013/i1689e/i1689e00.pdf Accessed in June 2018. 

4. United Nations;  https://sustainabledevelopment.un.org/sdgs 

5. I. Zonda, J. Martins; International conference on Intelligent Technologies for Interactive 

Entertainment “Grüt: A gardening sensor kit for children: A digital application that helps 

children develop ownership for their plants”, June 2015. 

6. V. Tomkova, I. Zemberova; International conference on  Application of Information and 

Communication Technologies “Development of the educational skills of primary school 

learners through ICT”, October 2015. 

 

20



Energy-aware Design Space Exploration for
Optimal Implementation Parameters Tuning

Ilya Tuzov, David de Andrés, and Juan Carlos Ruiz

ITACA, Universitat Politècnica de València
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Abstract. Determining the optimum configuration of semicustom im-
plementation tools to simultaneously optimize the energy consumption,
maximum clock frequency, and area of the target circuit requires navigat-
ing through millions of configurations. Existing design space exploration
approaches, like genetic algorithms, try to reduce as much as possible the
number of configurations that must be implemented to find the (close
to) optimum configuration. However, these approaches are not suitable
when dependability-related properties must be also taken into account.
To accurately estimate these properties, extensive simulation-based fault
injection experiments must be executed for each configuration, leading
to unfeasible experimentation times. This work proposes an alternative
approach, based on statistical and operational research artifacts, to dras-
tically reduce the design space while preserving the accuracy of results,
thus, enabling the energy-aware design space exploration for semicustom
implementation of logic circuits.

Research Area: Fault Tolerant Systems

1 Introduction

Modern Electronic Design Automation (EDA) tools offer a wide range of op-
timization options to fine tune each of the stages of the hardware design flow.
They allow designers to meet their required implementation goals in terms of
performance, power consumption, area (PPA) and dependability attributes [9].
As these tools operate in a daisy chain fashion, optimizations applied at the first
stage of the design flow, i.e the logic synthesis, are of prime importance towards
achieving the implementation goals. However, and in spite of their importance,
the exact impact of these optimization options is usually very hard to predict [3].

Accordingly, determining the best possible configuration of the logic synthe-
sis tool to optimise the power consumption for a given hardware design, while
keeping a fair balance among the rest of implementation goals, would require im-
plementing that system once for each combination of the available optimization
options at all their possible levels. Taking into account that modern logic synthe-
sis tools usually provide tenths of different optimization options, it is unfeasible
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to perform a full design space exploration (DSE) in a reasonable time frame. For
instance, [4] focused only on the impact of just 5 different optimization options
on the power consumption of security algorithms.

Existing approaches to explore just a subset of the whole design space, like
genetic algorithms and evolutionary approaches [7], cannot be used when not
only power consumption but also dependability-related attributes are taken into
account. Firstly, simulating the implementation model of the system is a timing
consuming process and, secondly, a large number of fault injection experiments
are required to take into account all the fault models, injection times, and targets
to ensure the accuracy and representativeness of obtained results. Accordingly,
it can be seen that the impact of simulation-based fault injection experiments
on the speed at which a single configuration is evaluated will require a drastic
pruning of the design space to reduce the runtime of the process and, thus, the
quality of the resulting configuration will be very low.

This paper addresses this challenging problem by proposing an alternative
combination of statistical and operational research techniques to greatly reduce
the design space in a controlled manner, so that the confidence on the provided
configuration is not compromised and the procedure can be executed within a
reasonable time frame. The proposed approach is detailed in Section 2. Section 3
applies this procedure to an embedded processor model (MC8051) synthesized
by means of the Xilinx XST tool. Then Section 4 performs a study of the results
obtained for this processor. Finally, Section 5 summarizes the results of the
study.

2 Proposed Methodology

The proposed methodology to reduce the power consumption of the circuit while
keeping a tradeoff among the rest of implementation goals is depicted in Fig. 1.
The different phases comprising this methodology are described next.

2.1 Design of Experiments

The goal of this stage is to determine the precise configurations that will be
taken into account as a representative sample of the whole design space. This
design space will be defined by the considered optimization flags (factors) of the
selected synthesis tool and the levels at which these flags can be set up.

Fractional factorial design of experiments ?? can be used to select this sample
in such a way that any combination of factors at any level has the same number
of observations (balanced design), and the effects of any factor balance out across
the effects of the other factors (orthogonal design). Additionally, the resolution
of the design will determine the degree to which estimated main effects will be
confounded with estimated low-level interactions. Fractional factorial designs are
denoted as IK−P

R , where I is the number of possible levels of each factor, K is
the total number of considered factors, R is the design resolution, and 1/IP is
the size of the fraction of the full factorial design space to explore.
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Fig. 1. Methodology overview

2.2 Experiment Execution

Each of the configurations determined by the fractional factorial design is used
in this stage to configure the selected synthesis tool and run the common semi-
custom implementation flow for each configuration.

As a result of this implementation process it is possible to obtain:

– The maximum attainable clock frequency of the final implementation via
static timing analysers.

– The number of sequential and combinational resources required to implement
the circuit in the selected technology.

– The power consumption of the circuit, estimated by the power analyser after
a detailed simulation in which the switching activity of all the nets of the
circuit is computed.

– The robustness of the final implementation, computed after executing the
required number of simulation-based fault injection experiments according
to the number of considered faults, injection times, and injection targets.
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2.3 Statistical Analysis

The actual value of the different implementation goals obtained for each sample
configuration are then statistically processed in order to derive a model to es-
timate the value of these implementation goals for the rest of configurations of
the whole design space.

First, an analysis of variance (ANOVA) [5] process is used to determine
which of the considered factors have a statistically significant impact on the
implementation goals. These selected factors are used to build a linear regression
model, which assumes that the relationship between the implementation goal
and the factors is linear (y = β0 + β1X1 + . . . + βnXn) [2]. The coefficient of
determination (R2) explains the proportion of the variance in the implementation
goal that can be explained by the factors, i.e. how well the model fits the data.

2.4 Multi-criteria optimization

These regression models can now be used to estimate the value of all imple-
mentations goals for any possible configuration within the whole design space.
In such a way, it is easy to find the best configuration for a given implementa-
tion goals, like power consumption. Nevertheless, different techniques could be
applied when more than one goal should be taken into account.

In case that no information is provided related to the relative importance of
each implementation goal, then a set of optimal configurations can be obtained
through the Pareto frontier [1] of the design. This frontier is the set of config-
urations in which none of the implementation goals could be improve without
degrading the others. Hence, any of those configurations can be considered as
equally good as the others, and it is the responsibility of the designer to select
the most suitable one.

However, when information about the importance of each implementation
goal is available, then multiple-criteria decision-making techniques can be ap-
plied to determine the best candidate according to this information. Among the
existing techniques, this proposal promotes the use of the Weighted Sum Model
(WSM) [8], due to its simplicity and widespread use in different domains. The
score for each configuration is computed by normalising the estimated values for
each implementation goal (a) and aggregating them together according to their
respective weight (ω) as shown in Equation 1. The configuration with the higher
score will be that obtaining the best tradeoff among all implementation goals.

WSM =

n∑

i=1

ωiai (1)

3 Case Study

The MC8051 core [6] developed by Oregano Systems, which is compatible with
the industry standard 8051, has been selected as the design to be implemented in
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this case study. The Xilinx ISE Design Suite framework, which provides all the
required toolchain for design entry, synthesis, mapping, placement, routing, and
simulation, has been used to implement this design on a Xilinx XC6VCX240T-
FF784-2 FPGA. The integrated Xilinx Synthesis Technology (XST) tool [10]
presents a total of 31 flags that can be configured to optimise different aspects
of the resulting implementation.

As implementing the whole set of 2 billions of possible configurations is un-
feasible, the proposed approach has been deployed to drastically reduce the space
to be explore while keeping the statistical significance of the results. A 231−24

IV

fractional factorial design, listed in Table 1, has been defined to consider just
128 sample configurations.

Table 1. XST synthesis optimization options under study

Factor Synthesis option Low/High levels

X01 Optimization Goal Speed/Area
X02 Optimization Effort Normal/High
X03 Power Reduction No/Yes
X04 Keep Hierarchy No/Yes
X05 Global Optimization Goal AllClockNets/Maximum Delay
X06 Cross Clock Analysis No/Yes
X07 BRAM Utilization Ratio 0%/100%
X08 DSP Utilization Ratio 0%/100%
X09 Automatic FSM Extraction No/Yes
X10 FSM Encoding Algorithm Auto/Compact
X11 Safe Implementation No/Yes
X12 FSM Style LUT/BRAM
X13 RAM Extraction No/Yes
X14 RAM Style Auto/Distributed
X15 ROM Extraction No/Yes
X16 ROM Style Auto/Distributed
X17 Automatic BRAM Packing No/Yes
X18 Shift Register Extraction No/Yes
X19 Shift Register Minimum Size 2/8
X20 Resource Sharing No/Yes
X21 Use DSP Blocks Auto/Automax
X22 Max Fanout 100/100000
X23 Register Duplication No/Yes
X24 Equivalent Register Removal No/Yes
X25 Pack I/O Registers into IOBs No/Auto
X26 LUT Combining Auto/Area
X27 Reduce Control Sets No/Auto
X28 Use Clock Enable No/Auto
X29 Use Synchronous Set No/Auto
X30 Use Synchronous Reset No/Auto
X31 Optimize Instantiated Primitives No/Yes
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For each of these configurations, the following implementation goals have
been measured: power consumption (mW), maximum clock frequency (MHz),
flip-flops (#), look-up tables (#), and mission time (h). The mission time is
defined as the time in which the reliability (R(t)) of the system reaches a given
threshold (0.98 in this case study). The reliability of the system has been com-

puted as: R(t) = e−12×10−9×f×t, being f the experimentally obtained probability
of a fault leading to a failure.

This failure rate has been experimentally estimated by means of fault injec-
tion experiments, which injected a single fault in one of the possible fault targets.
The fault models considered in this case study include stuck-at-0 and stuck-at-1
(permanent faults) in combinational and sequential logic, and bit-flip (transient
fault) in sequential logic. One fault injection experiment was conducted for each
type of stuck-at fault, in which the fault was injected just at the beginning of
the experimentation, whereas three different experiments with different injection
times were conducted for bitflips.

4 Results

Once all the configurations have been implemented and the fault injection ex-
periments have taken place, we have available the information related to the
power consumption, clock frequency, area, and robustness for each considered
configuration. This information must be now processed in order to build the
models that will enable the estimation of these implementation goals for any
configuration within the design space.

According to the ANOVA, depicted in Table 2, the only factors that statisti-
cally significantly impact the power consumption of the MC8051 microcontroller
are X01 (Optimization Goal), X04 (Keep Hierarchy), X19 (Shift Register Mini-
mum Size), and X25 (Pack I/O Registers into IOBs).

Hence, the linear regression model that estimates the power consumption
(mW) of any of the possible configurations within the design space is represented
by Equation 2.

Power = 121.73− 30.41X01 − 3.00X04 − 2.42X19 − 3.44X25 (2)

From this information, the configuration that decreases the power consump-
tion to just 74.46 mW is encoded as {1011000110011100111011111101000} (X01–
X31), whereas the worst possible configuration in terms of power consumption
reaches 129.28 mW.

However, if power consumption should not be considered in isolation but
together with the rest of implementation goal, different tradeoffs can be found.
As an example, Fig. 2 displays the Pareto frontier obtained when considering
both the power consumption and the mission time in an out of context scenario.

As can be seen in Fig. 2, there is one configuration that optimises the power
consumption in detriment of the mission time, another configuration that gets
the best mission time at the expense of an increased power consumption, and an-
other configuration that balances both goals. It is the responsibility of designers
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Table 2. Impact of factors on power consumption. Significant factors are highlighted
in blue

Factor Estimator Factor Estimator Factor Estimator
(mW) (mW) (mW)

X01 -30.41 X12 -0.24 X23 -1.01
X02 1.40 X13 -0.44 X24 -0.36
X03 -0.61 X14 -0.58 X25 -3.44
X04 -3.00 X15 0.28 X26 -0.21
X05 0.96 X16 0.72 X27 1.47
X06 0.19 X17 -0.49 X28 -0.54
X07 0.45 X18 -0.95 X29 0.03
X08 -0.70 X19 -2.42 X30 0.07
X09 -0.14 X20 0.90 X31 0.78
X10 0.25 X21 -0.63
X11 0.05 X22 -1.10 Intercept 121.73

to select which one of this configurations is the most suitable for their purposes.
It is worth noting that the default configuration provided by the synthesis tool
is far from optimising any of these goals.

However, when the context of use of the implemented circuit is know, it is
possible to take into account the relative importance of each implementation
goal to guide the search for the most suitable configuration. Let us assume two
different contexts of use in which the MC8051 microcontroller could be used:
a consumer electronics scenario, like a set-top box, and a mobile scenario, like
a smartphone. Clearly the priorities in these scenarios differ, as designers for
consumer electronic devices could be more focused on improving the maximum
attainable clock frequency, whereas they could be more interested in reducing
the power consumption for mobile devices. Table 3 lists the weights considered
for the different implementation goals in these two scenarios.

Table 3. Relative importance of each implementation goal for the consumer electronics
and mobile scenarios

Mission Clock Power Look-up Flip-flops
Scenario time frequency consumption tables Flip-flops

Consumer 0.167 0.500 0.000 0.167 0.167
Mobile 0.125 0.250 0.375 0.125 0.125

These weights have been used in Equation 1 to determine the score of each
configuration within the design space. Table 4 lists the score and estimations
obtained for the best, worst, and default configurations.

In this case, as the relative importance of each implementation goal is ex-
plicitly stated, it is possible to determine the score of each configuration that
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Fig. 2. Pareto optimal configurations when considering both power consumption and
mission time

Table 4. Estimated values for each implementation goal and WSM scores for the best,
worst, and default configurations for the consumer electronics and mobile scenarios

WSM Mission Clock Power Look-up Flip-
Scenario score time frequency consumption tables flops

Consumer
Best 0.96 7384202 64.37 112.28 571 2404

Worst 0.74 6372938 41.90 82.47 581 2699
Default 0.81 6753621 59.05 111.09 610 2901

Mobile
Best 0.91 6553768 45.76 78.97 544 2026

Worst 0.77 6756442 59.29 119.41 616 3362
Default 0.80 6753621 59.05 111.09 610 2901

represents the quality of this configuration with respect to the priorities stated
in the model. As in the context-less case, the default configuration is closer to
the worst configuration than to the best one.

5 Conclusions

As Electronic Design Automation tools are increasing their complexity to alle-
viate the task of hardware designers, selecting the proper configuration of the
synthesiser to optimise a set of implementation goals become more and more
troublesome. These tools present tenths of different optimisation flags with no
clear indication of their particular purpose, their impact on the design, and their
interaction.

This paper has presented a methodology to precisely determine the impact
of each flag on each implementation goal (particularly the power consumption),
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and determining the best possible configuration according when searching for a
balance among different and often conflicting goals.

Results for our particular case study show that the default configuration pro-
vided by the XST synthesiser is mainly focused on improving the clock frequency
of the final implementation, at the expense of the power consumption and sil-
icon area. Accordingly, by proper configuring the synthesizer, it is possible to
improve up to 42% the power consumption, 30% de mission time, 56% the clock
frequency, 12% the flip-flops utilisation, and 35% the look-up tables utilisation.

Our future work will focus on extending this approach to all EDA tools
(placer and router), not just the synthesiser, and studying a large number of
benchmark circuits to extract common configuration patterns and define generic
guidelines for the configuration of these tools for different scenarios.
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tion: Interactive and Evolutionary Approaches. Springer Berlin Heidelberg, Berlin,
Heidelberg (2008)

2. Freedman, D.A.: Statistical Models: Theory and Practice. Cambridge University
Press (2009)

3. Kilts, S.: Advanced FPGA Design: Architecture, Implementation, and Optimiza-
tion. Wiley-IEEE Press (2007)

4. Meidanis, D., Georgopoulos, K., Papaefstathiou, I.: FPGA Power Consumption
Measurements and Estimations Under Different Implementation Parameters. In:
International Conference on Field-Programmable Technology. pp. 1–6 (2011)

5. NIST/SEMATECH: NIST/SEMATECH e-Handbook of Statistical Methods
(2013), http://www.itl.nist.gov/div898/handbook/

6. Oregano Systems GmbH: MC8051 IP Core, Synthesizeable VHDL Microcon-
troller IP-Core, User Guide (V 1.2), 2013 (2013), http://www.oreganosystems.
at/download/mc8051_ug.pdf

7. Pilato, C., Loiacono, D., andFabrizio Ferrandi, A.T., Lanzi, P.L., Sciuto, D.: Com-
putational Intelligence in Expensive Optimization Problems, chap. Speeding-Up
Expensive Evaluations in High-Level Synthesis Using Solution Modeling and Fit-
ness Inheritance, pp. 701–723. Springer-Verlag Berlin Heidelberg (2010)

8. Triantaphyllou, E.: Multi-Criteria Decision Making Methods. In: Multi-criteria De-
cision Making Methods: A Comparative Study, Applied Optimization, vol. 44, pp.
5–21. Springer US (2000)

9. Wolf, W.: FPGA-Based System Design. Prentice Hall (2004)
10. Xilinx Inc.: XST User Guide for Virtex-6, Spartan-6, and 7 Series Devices

(v 14.5) (2013), http://www.xilinx.com/support/documentation/sw_manuals/

xilinx14_7/xst_v6s6.pdf

29



On the Efficiency of Random Linear Network
Coding for Ultra-reliable and Low Latency

Communications in 5G

Israel Leyva-Mayorga1, Vicent Pla1, Jorge Martinez-Bauset1,
and Frank H.P. Fitzek2

1 ITACA Research Institute,
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Abstract. Ultra-low latency, high reliability and increased throughput
are three of the main requirements of 5G networks. As such, 5G will bring
us a step closer to the realization of the Tactile Internet, an evolution of
the Internet of Things (IoT) in which humans and machines interact in a
real-time fashion. Random linear network coding (RLNC) is a promising
technique that can potentially enhance each of the three above mentioned
requirements simultaneously by randomly creating linear combinations
of the source data packets at the transmitter. As a result, the concept
of individual data packets is lost and data transmission can be seen as
a flow of information. In this paper, we assess the efficiency of two of
the most common RLNC schemes, namely full-vector and systematic,
in terms of the probability of successfully decoding a batch of packets
(i.e., a generation) and packet delay. We also present our novel analytical
model used for obtaining the packet delay in systematic RLNC. Results
show that systematic RLNC clearly outperforms full-vector RLNC when
few wireless channel errors occur. On the other hand, the superiority of
systematic over full-vector RLNC is concealed when a large number of
wireless channel errors occur.

1 Introduction

We are in the edge of a revolution in communication networks. 5G networks have
attracted the attention of both the industry and academia during the past few
years and everyday we are getting closer their real implementation.

5G is expected to clearly outperform 4G LTE-A in several aspects, with
the most important being energy efficiency, throughput, and packet latency. As
such, one of the major use cases for 5G systems, as defined by the International
Telecommunication Union (ITU) is ultra-reliable and low latency communica-
tions (URLLC) [6]. Needless to say, URLLC combined with a high security leads
to the Tactile Internet, an evolution of the Internet of things (IoT) in which
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humans and machines interact in a real-time fasion regardless of the distance
between them [8]. Examples of URLLC-enabled applications are remote tactile
control and autonomous driving.

Network coding (NC) is a technique introduced in [2] that has proven to be
highly valuable to ensure high data rates with low error ratios. In NC, coded
packets are transmitted, which are linear combinations of the source packets,
created according to the selected coding coefficients. Random linear network
coding (RLNC) is one of the most widely used variants of NC [5], in which these
combinations are performed by choosing the coding coefficients coefficients at
random from a Galois-field of size q, GF(q).

Full-vector and systematic RLNC are two of the most widely used RLNC
schemes that are characterized by their simplicity and efficiency. In full-vector
RLNC every transmitted packet is coded, whereas in systematic RLNC the
source packets are first transmitted and then coded packets are transmitted
to recover the errors that may have occurred.

In this paper, we assess the efficiency of full-vector and systematic RLNC in
terms of the number of packet transmissions needed to decode the generation,
hereafter referred to as the probability of successful delivery, and packet delay.
We consider a point-to-point communication with strict in-order delivey. That
is, a packet is only decoded and sent to upper layers if each and every one of the
previous packets have been decoded correctly.

We use the formulations provided in [9] for the exact decoding probability
under full-vector RLNC. Then we extend these formulations to calculate the
packet delay under this scheme.

The main contribution of this paper is the Markov model to calculate packet
latency under systematic RLNC. While the exact decoding probability under
this RLNC scheme has been obtained in [7], to the best of our knowledge no
study has presented a model for packet delay.

Other popular RLNC schemes include telescopic and sparse RLNC. Telecopic
codes were introduced in [4] and the basic idea is to reduce the coding overhead
in the first transmission and increase the reliability in the last packet trans-
missions. This is achieved by combining a small numbe of packets for the first
transmissions and a large number of packets for the last transmissions. Sparse
RLNC on the other hand thrives to reduce the coding overhead throughout the
whole process by combining a reduced number of packets [10]. Nevertheless,
the analytical modeling of the probability of successful delivery under these two
RLNC schemes is complicated; hence developing a model to obtain the packet
delay is a daunting task. For instance, authors in [3] developed a Markov model
to obtain the decoding probability under sparse RLNC. However, some of the
transition probabilities had to be obtained by curve fitting. That is, perform-
ing a large number of simulations and then finding an expression that fits the
obtained curves.

The rest of the paper is organized as follows. In Secction 2 we describe
the RLNC basic principles and the characteristics of full-vector and system-
atic RLNC. Then in Section 3 we present the analytical models for both RLNC
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Fig. 1. Example of a full-rank 4× 4 matrix.

schemes, followed by the results obtained in Section 4. We conclude the paper
in Section 5.

2 Random Linear Network Coding (RLNC)

Random Linear Network Coding is a novel technique that has the potential to
increase throughput and reduce energy consumption in wireless networks [2].
The basic idea behind RLNC is to segment the content in batches of g source
data packets called generations; hence the generation size is g packets. Then the
source sends coded packets to the destination. Each of these coded packets is a
linear combination of the source packets.

For this, the source node generates random numbers distributed uniformly
in the Galois-field of size q, (i.e., GF(q)) to form a coding matrix M of size t×g.
The coding vector for the nth coded packet is the nth row of M, mn, where
{n ∈ Z+ | n ≤ t}. On itself, mn is a row vector with g elements. The matrix
that contains the source packets G = [p1;p2; . . . ;pg] is multiplied by M to
create coded packets as

C = MG. (1)

The nth coding vector mn is appended to the nth row of C, cn, to create the
nth coded packet that will be transmitted by the source.

The destination stores the received packets in matrix C′ and creates the
decoding matrix D with the received coding vectors. Please observe that matrix
C′ is equal to C only if no errors occur in the wireless link. The destination can
decode the generation when sufficient coded packets have been received so D
is full rank (i.e., when matrix D has exactly g linearly independent rows, also
known as degrees of freedom). The rank of D can be calculated by performing
Gaussian elimination so that the matrix is in reduced row echelon form and
counting the number of pivots (i.e., number of ones in the diagonal). Fig. 1
illustrates a 4× 4 matrix that is full-rank.

At this point, the destination decodes the packets as

G = D−1 C′ (2)

Two of the most simple and widely used RLNC schemes are full-vector and
systematic RLNC. The difference between these two schemes relies in the con-
tents of their coding matrices. That is, in full-vector RLNC every packet trans-
mission is coded, whereas in systematic RLNC the g source packets are first
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Fig. 2. Example of coding matrices M to transmit six packets under (a) full-vector
and (b) systematic RLNC given g = 4.

transmitted in sequence; only then coded packets are transmitted. Fig. 2 il-
lustrates the contents of the coding matrices for full-vector and for systematic
RLNC for a generation size g = 4.

One of the main advantages of systematic over full-vector RLNC is that the
source node can transmit the source packets as soon as these are generated;
this is because packets are first transmitted in sequence. On the other hand,
the source node must wait until the g packets have been generated in order to
start coding. Yet another advantage of systematic over full-vector is that the
probability that the first g transmitted packets are linearly dependent is zero.
As it will be seen in Section 4, this increases the probability of successful content
delivery. In other words, systematic RLNC reduces the number of transmissions
needed to decode the generation at the destination.

3 Analytical models

In this section we present the models used for the analysis of the two selected
RLNC schemes: full-vector and systematic for a point-to-point communication.
We study the efficiency of these RLNC schemes under a wireless erasure channel
with a constant packet error ratio (PER), ε, between source and destination.
That is, each packet transmission is received at the destination with probability
1− ε and an erasure (i.e., wirless channel error) occurs with probability ε.

We assess the packet delay as the number of time slots elapsed between the
transmission of the ith data packet and its decoding at the destination. For this,
we consider a time-slotted channel, where one packet transmission is performed
at each time slot. Therefore we define the RV D as the packet delay, given in
time slots. In this study we assume strict in-order delivery, hence a source packet
is sent to upper layers if and only if each and every one of the previous packets
has been decoded correctly.

3.1 Full-vector RLNC

In full-vector RLNC every packet transmission is coded. Let Xn be the stochas-
tic process that defines the rank of the decoding matrix at the destination D
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after n packet transmissions, whose support is {x ∈ Z≥0 | x ≤ g}. Given that the
transmitter is the source node, the probability that a coded packet transmission
towards the destination is innovative (i.e., linearly independent to any packet
received previously) depends on the rank of D, Xn, on the selected field size q,
and on the generation size g as

px→x+1 = 1− qx−g (3)

The probability that a packet is linearly dependent is simply given as

px→x = qx−g (4)

Building on this, the probability that a matrix D of size n×g whose elements
have been generated uniformly at random from the GF(q) is full rank, is given
as [9]

F (n, g) = Pr [Xn = g | ε = 0] =





0 for n < g,
g−1∏

j=0

(
1− qj−n

)
otherwise.

(5)

Now let S be the RV that defines the number of packets transmissions needed
to decode the generation at the destination. Clearly S is a phase-type distribu-
tion, so hereafter we refer to S as the probability of successful delivery. The
generalization of (16) for any PER ε ∈ [0, 1] gives the CDF of S under full-
vector RLNC, Sfv, as

FSfv
(n) =

n∑

k=g

(
n

k

)
(1− ε)k εn−kF (k, g) . (6)

The destination can only start decoding the generation under full-vector
RLNC when its decoding matrix D is full rank. Hence, the distribution of packet
delay can be calculated by means of the following convolution

pDfv
(d) = Pr [Dfv = d] = pSfv

(d) ∗
g∑

k=0

δdk; (7)

where pSfv
(n) = FSfv

(n)−FSfv
(n− 1) and δdk is the kronecker delta defined as

δdk :=

{
1 if d = k,

0 otherwise.
(8)

3.2 Systematic RLNC

We obtain the packet delay under systematic RLNC by means of a two-dimensional
and a one-dimensional absorbing discrete-time Markov chain (DTMC). Let Yn
be the RV that defines the source packet transmission in which the first erasure
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Fig. 3. Example of the two-dimensional DTMC that models the source packet trans-
missions under systematic RLNC given g = 4.

occurs. The two-dimensional DTMC is used to calculate the joint pmf of Xg

and Yg. That is, the state of the system after the g source packet transmissions.
Then the one dimensional DTMC is used to calculate the CDF of T given Xg.

Let I = {(x, y) ∈ Z≥0 | x, y ≤ g} be the state space of the two-dimensional
DTMC. Therefore, each state is defined by the index pair (x, y), where x denotes
the source packets received so far (i.e., the rank of D) and y denotes the first
step in which an erasure occurs. That is, the system is in state (x, 0) if the first
x packets have been successfully transmitted. Then, the system transitions to
state (x, x+ 1) if an erasure occurs at the (x+ 1)th transmission. An example of
the two-dimensional DTMC for g = 4 is illustrated in Fig. 3. Transitions from
states (3, y ≥ 1) and from state (4, 0) have been omitted as these are not possible
since only g = 4 transitions occur (i.e., g = 4 source packets are transmitted)
and at least five transitions are required to reach these states.

Clearly, transitions between states only depend on the PER ε suring the
source packet transmissions. Hence, the substochastic matrix T that represents
the transitions between transient states can be easily constructed given the fol-
lowing transition probabilities:

px,y→x+1,y = 1− ε (9)

px,y→x,y =

{
ε for y 6= 0,

0 otherwise,
(10)

px,0→x,x+1 = ε; (11)
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T =




0 ε 0 0 0 1− ε 0 0 0 0

0 ε 0 0 0 0 1− ε 0 0 0

0 0 ε 0 0 0 0 1− ε 0 0

0 0 0 ε 0 0 0 0 1− ε 0

0 0 0 0 ε 0 0 0 0 1− ε
0 0 0 0 0 0 0 ε 0 0

0 0 0 0 0 0 ε 0 0 0

0 0 0 0 0 0 0 ε 0 0

0 0 0 0 0 0 0 0 ε 0

0 0 0 0 0 0 0 0 0 ε . . .

. . .
. . .




Fig. 4. First rows and columns of the transition matrix T given g = 4.

Fig. 4 illustrates the elements of the transition matrix T given g = 4. As it
can be seen, transitions are similar to those in a traditional negative binomial
distribution, except for states (x, 0).

Let α(n) =
[
α
(n)
0 0 , α

(n)
0 1 , . . . , α

(n)
1 0 , α

(n)
1 1 , . . . , α

(n)
4 0

]
be the state probability vec-

tor at time n. At time zero we have the vector of initial states α(0) with every

entry α
(0)
x y = 0 except α

(0)
0 0 = 1. The state probability vector at the end of the

source packet transmissions (i.e., at time g) can be easily calculated with the
following recursion

α(g) = α(g−1)T (12)

Now let β
(0)
y =

[
α
(g)
0 y , α

(g)
1 y , . . . , α

(g)
g−1 y

]
be the state probability vector at the

end of the source packet transmissions, given that an erasure occurred at the
yth source packet transmission. Then the state probability matrix during the

coded packet transmissions is given as β(s) =
[
β
(s)
1 ;β

(s)
2 , . . . ,β

(s)
g

]
. That is, the

time index s represents the number of coded packet transmissions under the
systematic RLNC, hence s = n− g.

The substocastic matrix that represents the transitions between transient
states during coded packet transmissions Tc is the result of a one-dimensional
absorbing DTMC. The transition probabilities are derived from (3) and (4) by
including the PER ε. Fig. 5 illustrates Tc for g = 4.

The state probability matrix after s coded packet transmissions is given as

β(s) = β(s−1) Tc (13)

The vector tc that represents the transitions from a transient state to the
absorbing state g is a column vector of zeros except its gth entry is

(
1− q−1

)
ε.

For example, for g = 4 we have tc =
[
0; 0; 0;

(
1− q−1

)
ε
]
.
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Tc =




q−g (1− ε) + ε
(
1− q−g

)
ε 0 0

0 q1−g (1− ε) + ε
(
1− q1−g

)
ε 0

0 0 q2−g (1− ε) + ε
(
1− q2−g

)
ε

0 0 0 q3−g (1− ε) + ε




Fig. 5. Transition matrix during coded packet transmissions Tc given g = 4.

Next we define the RV Ssys as the probability of successful delivery under
systematic RLNC. The joint pmf of Ssys and Yg for a given y can be obtained as

pSsys,Yg
(s, y) =

{
1−α(g) 1 for y = 0 and s = 0,

β(s−1)
y tc otherwise;

(14)

where 1 is a column vector of ones with the same dimension as α(g). Clearly,
the pmf of Ssys alone can be easily obtained as

pSsys
(s) =

g∑

y=0

pSsys,Yg
(s, y) (15)

Finally, the joint pmf of packet delay under systematic RLNC, Dsys and Yg
can be calculated as

pDsys,Yg
(d, y) =





pSsys,Yg
(0, 0) for y = 0 and d = 0,

0 for y = 0 and d ≥ 1
y

g
β(0)
y 1 for y ≥ 1 and d = 0,

pSsys,Yg (d, y) ∗
g+1−y∑

k=0

δdk
g

otherwise;

(16)

and the pmf of Dsys alone is calculated as

pDsys
(d) =

g∑

y=0

pDsys,Yg
(d, y) . (17)

4 Results

In this section we present the most relevant results derived from our performance
analysis of both RLNC schemes. As a starting point, we compare the probability
of successful delivery for the most typical generation sizes g ∈ {32, 64} and
field sizes q ∈ {2, 28} in Fig. 6. The number of redundant packet transmissions
is simply given as the total number of transmissions n minus the generation
size g. A relatively high PER ε = 0.1 has been selected, which is the highest
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Fig. 6. CDF of successful delivery given g = 32 and g = 64 for the: (a) full-vector, Sfv,
and (b) systematic, Ssys, RLNC schemes; ε = 0.1.

PER permitted in LTE-A. That is, the eNB changes the modulation and coding
scheme (MCS) if ε ≥ 0.1 is reported by a UE [1, Sec. 7.2.3].

As Fig. 6 shows, the probability of successful delivery is considerably higher
for q = 28 than for q = 2; also a small generation size (e.g., g = 32 instead of
64) increases this probability. This is mainly due to two factors: (a) large field
sizes increase the probability of linear independence between packets and (b)
fewer errors occur during the transmission of fewer packets. As a result, fewer
redundant transmissions are needed to successfully deliver a generation of size
g = 32 than a generation of size g = 64. Nevertheless, it is important to observe
that two generations of size g = 32 have to be transmitted for each generation
of size g = 64 to achieve the same number of transmitted packets.

Yet another important characteristic is revealed by comparing Fig. 6a with
Fig. 6b: the probability of successful delivery for full-vector, Sfv, and for sys-
tematic RLNC, Ssys, is greatly similar for ε = 0.1. The reason for this is that
the effect of such a high PER is much more relevant than the effect of linear
dependencies in the first g packet transmissions. That is, the probability of lin-
ear dependence between coded packets increases with the rank of the decoding
matrix at the destination and the maximum probability of linear dependence
occurs when only one packet is missing and is pg−1→g = q−1. The probability of
a packet being linearly dependent during the first packet transmissions is much
lower.

To showcase the benefits of systematic RLNC and of large field sizes, we com-
pare the probability of successful delivery with full-vector and systematic RLNC
given a low PER ε = 0.01 in Fig. 7. As it can be seen, the difference between:
(a) full-vector and systematic RLNC, and (b) q = 2 and q = 28 is much more
noticeable with a low PER. Clearly, in this case the best performance is achieved
with systematic RLNC and q = 28, as less redundant packet transmissions are
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Fig. 7. CDF of successful delivery for the full-vector, Sfv, and systematic, Ssys, RLNC
schemes given: (a) g = 32 and (b) g = 64; ε = 0.01.

needed. As a consequence, high energy savings and a high throughput increase
can be achieved with this combination.

Contrary to what is observed in Fig. 6, Fig. 7 shows that the probability of
successful delivery for g = 32 and for g = 64 are highly similar with a low PER.
This effect can be clearly observed by comparing the CDF of successful delivery
for full-vector RLNC in Fig. 7a with the one in Fig. 7b. That is, the number of
redundant packet transmissions performed for g = 32 and for g = 64 with a low
PER are much closer than with a high PER. As a consequence, selecting g = 64
leads to a higher ratio of received source packets to total packet transmissions
when the wireless channel has low errors. In other words, the benefits of large
generation sizes are more evident with a low PER.

Finally, we compare the distribution of packet delay obtained with full-vector
and with systematic RLNC for ε ∈ {0.01, 0.1}, g ∈ {32, 64}, and q ∈ {2, 28} in
Fig. 8. Similarly as in Fig. 6 and in Fig. 7, the difference between systematic
and full-vector RLNC is more noticeable for ε = 0.01 (i.e., a low PER) than for
ε = 0.1. Also, by comparing Fig. 8a with Fig. 8b, and Fig. 8c with Fig. 8d, it can
be observed that large generation sizes increase the packet delay. Hence a tradeoff
exists between throughput and packet delay with respect to the generation size.

Naturally, large field sizes reduce packet delay as these increase the proba-
bility of linear independence of packets and in turn, the probability of successful
delivery. However, the difference in packet delay between q = 2 and q = 28 is
minimal under systematic RLNC and ε = 0.01. On the other hand, the benefits
in terms of packet delay of selecting q = 28 over q = 2 under full-vector RLNC
are similar for g = 32 and g = 64, and for ε = 0.01 and ε = 0.1.
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Fig. 8. CDF of packet delay for the full-vector, Dfv, and systematic, Dsys, RLNC
schemes given: (a) g = 32 and (b) g = 64 with ε = 0.01; (b) g = 32 and (c) g = 64
with ε = 0.1.

5 Conclusion

In this paper we assessed the efficiency of two of the most widely used RLNC
schemes, namely full-vector and systematic RLNC, in terms of probability of
successful delivery and packet delay. We considered a point-to-point communi-
cation with strict in-order delivery. Our analysis revealed that if the PER is low,
systematic RLNC greatly outperforms full-vector. On the other hand, the dif-
ference between these two schemes in terms of probability of successful delivery
is minimal if the PER is high. The main reason for this similarity is that we as-
sume in-order delivery. Systematic RLNC would clearly outperform full-vector
in terms of probability of successful delivery for any given PER if losses are
allowed. On the other hand, systematic RLNC is always better than full-vector
in terms of packet delay.
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As a result, systematic RLNC is a better candidate for 5G networks than
full-vector RLNC as it can provide with a higher reliability (i.e., probability
of successful delivery) and throughput in combination with a reduced energy
consumption. All these three are among the main requirements for 5G. However,
there exists a tradeoff between probability of successful delivery and packet delay.
Specifically, large generation sizes increase the probability of successful delivery
and packet delay when compared to small generation sizes. Hende, the generation
size is a parameter that must be selected according to the requirements of the
application.

A relevant aspect that was not taken into account in our analysis and hence
is considered for future work is the computational complexity of encoding and
decoding processes. That is, the number of operations that must be performed
under each of the selected RLNC schemes to create coded packets and to decode
the generation. Clearly this is a relevant aspect because it increases the energy
consumption for communication.
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Abstract. Although the smart cities boom tries to promote public transport and 

reduce the private one, the reality is that movement with private cars is still a 

widespread practice in our society. This causes that the vehicle population and 

the number of drivers increases every year, which translates into the need to in-

stall new infrastructure for traffic management and control. However, prior to 

their installation, all these elements must be homologated. In this way, as traffic 

regulators are in charge of controlling traffic lights and a failure in these sys-

tems could cause serious incidents, the standards applied to these are the strict-

est. In the case of Valencia, traffic regulators use Protocol V (UNE 135401-5: 

2003 IN) and the City Council requires that before their installation, these have 

been approved by trusted entities. Nevertheless, the current equipment used to 

perform this homologation was from 1996 and its realization was manual, com-

plex and took a long time. For this reason, with the aim of facilitating the ac-

complishment of the different compatibility tests and speeding up the process, 

an automated procedure that allows and facilitates the systematic performance 

of mandatory compliance tests in the city of Valencia was proposed as a solu-

tion. 

1   Introduction 

The transformation of transport is already underway and at a much faster pace than 

expected. New technologies applied to the automotive industry, big data and shared 

economy are changing the way people move. These advances, together with the 

growth of the world population and technology, will contribute to an increase in the 

number of cars that will possibly translate into unsustainable traffic. Currently, it is 

estimated that there are 1.2 billion vehicles worldwide, but the forecast is that in 2035, 

this figure will exceed 2.000 million [2]. The main consequences of this growth in 

traffic will probably be the loss of productivity, the increase in accidents and pollution 
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and its negative impact on public health. Therefore, with the purpose of minimizing 

these effects, increasing road safety, improving traffic efficiency, facilitating user 

mobility and protecting the environment, traffic management and control emerges as a 

priority these days in Intelligent Transportation Systems (ITS) [3]. 

 

All of the above implies a continuous installation and improvement of the road infra-

structure, which is being redefined nowadays. If years ago it was limited to physical 

components, such as barriers, traffic signals, or regulators, it now includes compo-

nents such as wireless networks and artificial intelligence. Furthermore, as roads cover 

a large proportion of the earths land surface, especially in cities, the idea is that the 

large number of emerging technologies can turn this element, previously passive, into 

something more productive.  

 

However, regardless of the installed infrastructure, it is clear that for the proper func-

tioning of the system and the safety of all users, this must be approved according to 

the standards before its installation. This regulation, which can vary depending on the 

city, community or country in which the traffic equipment is installed, sets a series of 

specifications that must be overcome by the corresponding equipment. In addition, 

these tests must ensure that although the most recent equipment implements more 

advanced functionalities, these must be totally compatible with the technology current-

ly in operation. 

 

The Traffic Control Systems Group of the Polytechnic University of Valencia 

(ITACA Institute) is cataloged by the Valencia City Council as a trusted entity and 

thus has the capacity to carry out this certification for regulators and traffic centers 

according to UNE 135401-5:2003 IN. Nevertheless, the material destined to perform 

these compatibility tests had never been updated and the realization of any test plan 

was an arduous task due to the large number of manual operations required, which 

were prone to generate errors because of the long duration and the necessary 

knowledge for its realization. Therefore, the automation of the whole process emerged 

as a necessity. 

2   Standardization 

In the fifties, the universalization of markets and the concern for increasing the com-

petitiveness of products and services promoted the development of standardization. 

The purpose of this activity was to develop technical specifications which were used 

voluntarily as a reference to improve the quality and safety of any activity, whether 

technological, scientific, industrial or service. In this way, normalization was seen as 

the way to create consensus, achieve the internationalization of companies and pro-

vide them with greater relevance and transparency and impartiality, which finally 

translated into a final increase in quality. 
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This standardization is carried out these days by both national and international organ-

izations. In Spain, the entity in charge of standardization is the Spanish Association 

for Standardization and Certification (AENOR) [4]. This is a private, independent and 

non-profit organization founded in 1986 by order of the Ministry of Industry and En-

ergy, whose main functions are to improve the quality of products and services of 

companies and to protect the environment. 

 

The standardization activity by AENOR is developed by areas through the different 

Technical Standardization Committees (AEN / CTN). In each of these committees are 

represented all the agents involved in the same sector, such as consumers, users, man-

ufacturers or service companies, although the administration, research laboratories or 

professional associations are also invited to join. Participation in these technical 

committees is totally voluntary and disinterested, and all the agents mentioned in the 

standardization are only rewarded by the benefits that the standards generate for the 

welfare of society, as there is no type of economic compensation.  

 

AENOR is currently composed of 215 standardization technical committees, but that 

one related to the creation of standards for road infrastructure and therefore, responsi-

ble for UNE 135401-5:2003 IN standard, is the Technical Committee 199. This is 

called 'Equipment for traffic management' [5] and its secretariat and presidency are 

respectively ‘La Asociación Española de la Carretera’ and ‘La Dirección General de 

Tráfico’.  

 

This standardization allows that all road users in their everyday life can take the least 

possible time to get from one place to another and they can do it in the simplest and 

safest way, which is achieved thanks to what in traffic terminology is called 'green 

wave', a situation in which vehicles find all the traffic lights of a street or the vast 

majority of them in green. However, this fact is only possible due to traffic plans de-

signed by road engineering and the communication between all the road elements. For 

this reason, interoperability, which is obtained through the application of regulations 

and standards, is essential in this type of systems.  

 

If one imagines a situation in which there are two traffic regulators from different 

manufacturers and two vehicles approaching a crossing as shown in Fig. 1A, the ideal 

case would be that both regulators were connected to a traffic central capable of send-

ing orders in order to provide the situation of Fig. 1B, in which there is a traffic light 

in green and another in red. Nevertheless, if the traffic regulators had been implement-

ed according to different standards, they could not communicate with each other or 

with the traffic centers, which could cause situations like the one shown in Fig. 1C. 

 

Hence all regulators of the same city must use the same protocol, which means that 

they must be implemented under the technical specifications described in the corre-

sponding UNE standard. This is how the understanding and correct operation between 

all the installed elements is achieved.  
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Fig. 1.  Common intersection. (A) Intersection with two regulators. (B) Situation in which 

traffic is managed correctly. (C) Uncontrolled situation in which traffic is not managed correct-

ly. 

2.2   Valencia (UNE 135401-5:2003 IN) 

The city of Valencia has about 800,000 inhabitants, a metropolitan area close to one 

and a half million, an automobile fleet of half a million vehicles and a main road net-

work of 300 kilometers in length [6]. This implies the existence of a large number of 

intersections in which all the agents involved in traffic control are present, which 

means pedestrians, cyclists, private vehicles, public transport and priority vehicles 

such as firemen or ambulances.  

 

Unlike Madrid or Barcelona where protocols M and B respectively are used, traffic 

regulators in the city of Valencia use Protocol V (UNE 135401-5: 2003 IN). This 

protocol establishes the form and syntax of the frames and commands exchanged by 

traffic regulators and centrals but it does not detail what tests are necessary to verify 

that these equipment have been implemented according to this standard. Therefore, 

the City Council together with the group of Traffic Control Systems (ITACA Institute) 

and the company ETRA, created a testing plan with some compatibility test in order to 

validate equipment according to this regulation [7-9]. This testing plan was based on 

the way traffic regulators work in the city of Valencia and established different tests 

related to communications, interpreter of commands, alarms, detectors, general func-

tionality, incompatibilities, synchronism, lighting, timetable and SDCTU (Distributed 

Urban Traffic Control System) tests. 

 

The equipment available in the laboratory to test manually the protocol UNE 135401-

5: 2003 IN before the automation was composed by a test console, a communications 

center (CMC), an internal regulator (CD), a panel of lamps and the software used in 

the control room of Valencia and Alicante (SDCTU). All these elements are shown in 

Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Technician operating in the Traffic Control Systems Group Laboratory. The lamp panel 

is on the upper left and the regulator under test on the right side behind the test console, which 

includes a communications center (CMC) and an internal regulator (CD). 
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However, to carry out each of the tests described in the Valencia testing plan it was 

necessary to activate and deactivate some of the thirty-eight switches shown in Fig. 3, 

to make constant RS-232 connections between the different elements as shown in Fig. 

4, to send, receive and interpret commands through serial communications and to 

program each equipment with the appropriate configuration, since each test needed a 

specific programming. 

 

  

  

  

  

  

  

  

  

  

 
Fig. 3. Test console switches 

 

 

 

 

 

Fig. 4. RS-232 Serial Port. (A) Communications center serial port. (B) Regulator serial port. 

Switches of Fig. 3 were necessary to simulate situations similar to those that occur on 

the roads. These can be grouped into four blocks:  

 

• Communications. With these switches it is possible to select the different connections 

between the central, regulator and sub-regulator in order to simulate communication 

losses and restoration.  

• Detectors. To simulate detector signals there are 8 switches / pushbuttons correspond-

ing to detectors 1 to 8. In addition, three of them can be connected to the output of a 

signal generator that simulates queue situation, fluid traffic, and vehicle passage to 

different speeds. 

• General functionalities. With these switches we can simulate different inputs to the 

regulator such as: guard key, open door, step by manual, advance ... 

• Panel of lamps. These switches are available to simulate incompatibility alarm and 

different situations of blown bulbs. 
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The panel of lamps consists of 4 groups, which are connected to the outputs of groups 

1, 3, 10 and 27 of the regulator. Furthermore, each group has a different configuration 

of lamps in order to get as close as possible to real installations. In this way, the func-

tion of each of these switches is: 

 

• L1 Short-circuits the red of group 1 with the amber of the same group. 

• L2 Disconnects the incandescent lamp from group 1 red. 

• L3 Short-circuits the red of group 1 with the red of group 3. 

• L4 Disconnects a lamp from group 3 red. 

• L5 Disconnects a lamp from group 10 red. 

• L6 Disconnects the halogen lamp from group 27 red. 

• L7 Short-circuits the green of group 1 with the green of group 10. 

 

3   Process Automation 

The test console shown in Fig. 5 is the main element to test equipment according to 

UNE 135401-5: 2003 IN. It was created by the Group of Traffic Control Systems 

together with ETRA and the City Council of Valencia and is a very complex system 

that includes different elements. In fact, in the vertical panel, four sections are distin-

guished: 

 

- Power supply (from ETRA company) 

- Communication center (CMC from ETRA company) 

- Standard Regulator (CD from ETRA company) 

- Power supply control module 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Fig. 5. Test console. (A) Power supply. (B) Communications center. (C) Internal regulator. (D) 

Voltage controller with switches capable of turning on or off the different elements. 
 

The connection scheme used to perform these tests is shown in Fig. 6. 
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Until now, the element used to enter commands through serial communication was a 

laptop. This communication required USB-RS-232 connection with the equipment to 

which it was being interrogated. Therefore, depending on the test, it was necessary to 

change the connections manually as seen in Fig. 4. In addition, as each test block was 

trying to check different functionalities, the programming of each equipment for each 

test was different and also needed to be changed constantly. For this reason, there was 

a program capable of programming the different regulators according to the necessary 

requirements. 

 

To replace the manual system existing in the laboratory, two totally differentiated 

processes were required. On the one hand, it was necessary to carry out the tasks re-

lated to assembling and replacing the old wiring and switches by the three relay 

boards, which entailed cutting the cables, soldering them and equipping them with 

DB-9, DB-15 and DB-25 pins. On the other hand, with the purpose of avoiding having 

to make constant RS-232 connections, programming the equipment and sending and 

interpreting commands, a software capable of running tests automatically was de-

signed in Matlab©.  

 

Consequently, the switches from the test console were replaced by three USB 16 

Channel Relay Boards as shown in Fig.7. These relays are now controlled via PC USB 

port and are configured adequately to emulate each of the tests. They simply emulate 

the behavior of the previous switches but with the advantage of not doing manually. 

 

 

 

 

Fig. 6. Connection scheme. 
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Fig. 7. USB 16 Channel Relay Board – Serial Port 

 

 

Finally, some of the graphic interfaces of the designed program are shown in Fig. 8. 

This software allows to select between performing some block of tests or performing 

the entire test plan. The expected result and the result obtained are displayed on the 

screen in real time, so that the user can check whether the test is suitable or not. In any 

case, the program has a function in which it decides for itself if the test is overcome or 

not by comparing both results.  

 

 

Fig. 8. Software designed by the group of traffic control systems to test equipment 

4   Results 

In order to analyze the procedure to perform the Valencia testing plan with the manual 

system and observe the advantages of having automated this process, the performance 

of a random test is shown manually and automatically. 

 

When trying to perform the testing plan in the old way, the user first needed the doc-

ument "Validation Test Plan" [7] in which the procedure of all the tests classified into 

categories is explained. At the beginning of each of the tests, the programs with which 

each device must be configured were specified, and then the test was divided into 

steps in which it was shown in which device the RS-232 cable must be connected at 

all times, the switches variations, the commands that must be sent and the response 

that the device must provide. In addition, the user must use a stopwatch in order to 

respect the waiting times, also specified in this document. 

 

In this manner, Fig. 9 shows the procedure of a random test with the purpose of having 

a better understanding.  
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The commands sent by the user through the serial communication have been high-

lighted in yellow. The responses coming from the devices are shown in red. In addi-

tion, since during the test commands are sent both to the traffic regulator under test 

and to the communications center, some blue and orange brackets have been included 

to indicate the device with which the command exchange is taking place and therefore, 

the device where the RS232 cable is connected at all times. 

 

On the other hand, some pink boxes have been introduced to indicate what changes 

are necessary to make on the switch plate. After these changes, the user must wait 

before sending the next command due to the waiting times established in the testing 

plan, which have been highlighted in green.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9. Operating mode before automation 
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However, although this system worked properly, it was not entirely efficient. In fact, 

with this new system it is only necessary to register the regulator, or choose it if it has 

already been discharged, perform a connection test in order to verify that all devices 

are properly configured, and choose the test or the block of tests to be performed. In 

this way, the need to enter commands, interpret them, program equipment and make 

connections changes is eliminated. In addition, all the tasks that previously were 

carried out by different software, now have been implemented in the same software 

designed in Matlab. Fig. 10 shows different program interfaces. 

 

 

 

 

 

 

Fig. 10. Operating mode after automation 
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5   Conclusions 

The municipality of Valencia has a test plan consisting of eleven different types of 

tests. In the event that everything worked as it should, these tests took around 10 

hours, although this time could increase to several days if possible failures arise. In 

addition, the large number of operations required for each test increased the possibil-

ity of making mistakes. 

 

However, with this new automated procedure, errors associated with mechanical fail-

ures have been minimized and the entire process has been simplified. This avoids 

introducing and interpreting commands while performing the tests, although highly 

qualified personnel continue to be required. In addition, this new method is able to 

generate reports and indicate which tests have been passed and which have not. Thus, 

it facilitates the interpretation of results and saves time in the customized elaboration 

of reports for the different companies. 
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Abstract. This paper aims to define characterization of telecom traffic sources 

in intelligent municipal heritage management service inside smart sustainable 

city (SSC) and to find out a proper quality of service (QoS) mechanism for this 

communication network using Valencia City as background. Four traffic heter-

ogenous sources were defined according to real-life requirements and datasheet 

of sensors suitable. Different simulation has been made to find proper CIR 

(Committed Information Rate) and PIR (Peak Information Rate) values for this 

network. Network’s performance was checked through its packet loss, through-

put, delay and jitter. As the result, we defined minimum values for PIR and 

CIR, and thus traffic telecom costs.   

1   Introduction 

Smart sustainable city (SSC) is a kind of city combing devices able to utilize infor-

mation and communication technology (ICT) with the existing infrastructures (such 

as building and lights) in a city [1]. By using ICTs, SSC is capable to converge all 

systems and able to control all resources in this city. Therefore, the consequence that 

saving cost and energy can be achieved. 

This paper is based on an existing network structure and simulator, aiming to solve a 

problem that heterogeneous sensors in the existing telecommunication networks are 

needed to be implemented. In case of the study, intelligent heritage management, 

consisting of multiple sensors, is included in municipality network that is going to be 

analyzed. The intelligent heritage management is a kind of service protecting heritag-

es from deterioration causes that will damage the durability of art work [2]. Deteriora-

tion causes are those physical factors and human-made destructions. For example, 

artworks can be influenced by surrounding environment agents such as temperature, 

humidity, ultraviolet and chemical agents (e.g., SO2, O3, NO, etc.) [3]. Therefore, to 

protect heritages from those destructive agents all the time, an intelligent system is 
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required to provide art heritages with real-time monitoring and recording of historical 

data. 

The objective of this paper is to simulate the behavior of municipal communication 

network including intelligent heritage management, analyzing the bandwidth con-

sumed, delay, packet loss, etc. The work included is an application of Internet-of-

things (IoT) allowing heterogeneous sensors to be applied together [4]. The goal is to 

find how to ensure an adequate quality of service (QoS) in a network of heterogenous 

devices. 

In the scenario of smart city shown in Fig1, there are city council internal network, 

MPLS network and city platform servers. Inside the city council internal network, 

there are traffic sources and output trunk. The sources refer to heterogenous sources 

included in the intelligent municipal heritage management service, and the output link 

is responsible for collecting all generated data and transferring them forward to out-

side network. MPLS network is multiprotocol packet label switching network that is 

used between hosts and servers [5], transmitting packets from the city council internal 

network to corresponding remote servers. City platform servers are controllers receiv-

ing all data from sources and monitoring services.  

The network also has QoS mechanism to ensure that important information is not 

delayed too much or dropped in the network, making sure the network is operating 

under a high efficiency and quality. QoS mechanism includes five steps: classification, 

marking, policing, queueing and scheduling [6]. Classifications used are multimedia, 

gold and silver that defined based on a Macrolan of smart hospital [7]. The policer 

used is two rates Three Color Meters (trTCM). 
 

 
Fig. 1. Scenario of smart city in functional view 

 

This paper is written in five parts: Section 2 introduces the simulation tool 

OMNET++; Section 3 introduces the intelligent municipal heritage service and heter-

ogenous sources included inside; Section 4 shows the results of simulations imple-

menting smart city network; Section 5 concludes the work and lists further work. 
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2   OMNET++ Introduction  

OMNET++ is a network simulator programmed and compiled in C++, based on 

which we can create and test telecommunication network simulations with many 

different structures and configurations. This tool has a huge number of basic libraries 

and it is extensive enough to satisfy different requirements, we can use it to establish 

many kinds of networks. For easy operations and designs, OMNET++ also provides 

an Eclipse-based IDE, the network is described in high-level language [8].  

2.1   Components of one simulation  

In OMNET++ simulator, one simulation consists of five main parts: network descrip-

tion file (.ned, which describe the structure of this network), network definition file 

(.cc, which define the communication mode), message definition file (.msg), simula-

tion kernel library and user interface library(.lib/ .a) and profile (.ini).  

Among them, NED and INI file are main parts of one simulation that we need to 

define: NED file describes the structure of network including modules and connec-

tions. There can be multiple NED files in one simulation; INI file defines the configu-

ration of one simulation, such as defining communication rules and matching sources 

with destinations. Besides, we use XML file to add complementation to one simula-

tion. 
 

 

Fig. 2. NED file of the simulation defining the topology of smart city communication network 

implemented in OMNET++ 

2.2   Run the Simulation 

After defining all three kinds of files, we can start the simulation by running the “ini” 

file by clicking “Run As OMNeT++ Simulation” button. Then the window of simula-

tion is generated, we can click on the “run” or “express” button to start it. After one 

simulation arrives the time limitation, it will finish and generate results in result list. 

Then any analyzation and evaluation based on results can be applied. 
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3   Intelligent Municipal Heritage Management 

In order to protect heritage from deterioration causes, three kinds of sensors and a 

video surveillance system are concluded inside. Video surveillance system is applied 

to monitor surrounding situation, in case that someone may damage art work. Sensors 

are temperature and humidity sensor, lighting and ultraviolet sensor and gas sensor, 

used to detect physical agents around art work and provide real-time data of physical 

agents to city council. In this section, traffic sources characterizations are defined. 

3.1   General Characterization of Video and Data Sources 

Traffic sources can be divided into three classes in content: voice, video and data 

sources. Voice and video sources belong to human type communication, having active 

and inactive time. Data sources belong to machine type communication, having burst 

intervals and huge number of sources. In definition of one source, there are four parts: 

start time, class of service, quality or data size and profile. Start time is the time when 

this service begins to transmit information, commonly a random variable. Class of 

service is the priority of one source (multimedia, gold and silver). Quality or data size 

define the packet size. Profile stores the configuration of one source, different kinds 

of source have different parameters included. Tables 1 and 2 show the general model 

of data and video source. 

Table 1. General Characterization of Data Source 

Parameter Type Description 

Text resource size 

Data 

size 

Size of each text packet (in bytes) 

Image resource size Size of each image packet (in bytes) 

Number of text resource Number of text resource in the file 

Number of image resource Number of image resource in the file 

Number of packets 

Profile 

Number of packets in one session 

Send interval Time between two packets 

Number of bursts Number of sessions in total 

Burst interval Time between two sessions 

Table 2. General Characterization of Video Source 

Parameter Type Description 

Res X Video Quali-

ty 

Frame width (in pixels) 

Res Y Frame height (in pixels) 

Duration 

Profile 

Duration of a video (minutes) 

Time inactive Time when no video generated (minutes) 

Movement The level of movement in a video (1 to 4) 

Frame per second(fps) Number of frames in one second 

56



 

 

3.2 Video sources definition 

In order to define video sources of video surveillance system, we compared several 

cameras according to requirements of this service at first to find the most proper ter-

minal for this system. Table 3 shows the comparison. 

From the comparison, we found everyone has its pros and cons. But, according to the 

importance of each function, we chose the third one, “TV-IP450P”. The reasons are: 1) 

The motion detection is one of the most important function for surveillance. 2) The 

requirements for shutter speed is between 1/1 – 1/1,000s, the second one’s shutter 

speed is too much. After the selection, we defined video sources characterization from 

its data sheet and real-life condition, which is shown in Table 4. 

Table 3. Comparison of four cameras. “IP2M-846EB”[9] and “IP2M-850E”[10] come from 

Amcrest company, “TV-IP450P”[11] and “TV-IP450PI”[12] come from TRENDnet company. 

Parameter IP2M-846EB IP2M-850E TV-IP450P TV-IP450PI 

Minimum illu-

mination (Lux) 

Color: 0.05 

B/W: 0.005 

Color: 0.05 

B/W: 0.005 

Color: 0.05 

B/W: 0.01 

Color: 0.05 

B/W: 0.01 

Shutter speed (s) 1/1–1/30000 1/3–1/30000 1/1–1/10000 1/1–1/10000 

Zoom Digital: 16x 

Optical: 4x 

Digital: 16x 

Optical: 20x 

Digital: 16x 

Optical: 20x 

Digital: 16x 

Optical: 20x 

Viewing angle H:116.5-34.5° 

V: N/A 

H: 54.1-3.2° 

V: N/A 

H: 54° 

V: N/A 

H: 54° 

V: N/A 

Focal 

length(mm) 

2.7– 11mm 4.7– 94mm 4.7– 94mm 4.7 – 94mm 

Max Aperture F 1.6 – 2.8 F 1.4 – 2.6 F1.4 – 3.5 F1.4 – 3.5 

Rotation angle/ 

inclination 

Pan: 0 – 360° 

Tilt: 0 – 90° 

Pan:0 – 360° 

Tilt: -15–90° 

Pan: 0–360° 

Tilt: -5– 90° 

Pan: 0 – 360° 

Tilt: -5 – 90° 

Day/ Night Yes Yes Yes Yes 

Resolution 1280x720 1280x720 1280x960 1280x960 

Video encoding H.264/MJPE

G 

H.264/MJPE

G 

H.264/MJPE

G 

H.264/MJPEG 

Max frame rate 30fps 30fps 30fps 30fps 

Motion detection N/A Yes Yes N/A 

Alarm handling 2/1 channel 

in/out 

2/1 channel 

in/out 

External 

alarm 

External alarm 

Audio detection Yes Yes Yes Yes 

Microphone 

input 

N/A N/A External External 

Network Port RJ-45 RJ-45 100Base-T 100Base-T 
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Table 4. Characterization of Video Source in video surveillance system 

Video Surveillance 

Number 10 

Start time Uniform(0s,900s) 

Class of service Gold 

Video 

Profile 

Duration Type: Exponential Mean: 5 Min: 3 Max: 7 

Time Inactive Type: Exponential Mean: 15 Min: 10 Max: 20 

Movement 2 

fps 25 

Video Quality  1280 x 720 

3.3   Data sources definition 

Similar as video sources, three different sensors should be selected firstly to define 

corresponding characterizations. Due to their corresponding requirements, we select 

several candidates and finally defined three proper sensors. 

For temperature and humidity, we select one sensor that can detect both of them. 

After comparing range of measurements and their accuracy with requirements, we 

select "Humidity and Temperature Transmitter EE33-M"[13] finally. Because this 

sensor has higher accuracy than requirements and larger measuring range. For light-

ing and ultraviolet, sensor should capable to detect ambient brightness and sunlight 

strength on the surface. Due to those needs, we choose "UVB+UVA Sensor 

PMA1107"[14] as corresponding sensor. For gas sensor, we chose the one that can 

measure NO2, O3, CO and SO2 of environment and the particle PM2.5 and PM10 in 

the environment [15]. Because this sensor should be used indoor to protect heritage, 

we chose the one having highest accuracy and bigger range than others. Table 5 show 

characterizations of data source from gas sensor, the other sensors are modulated in a 

similar way. 

Table 5. Characterization of data source from gas sensor 

Number 8 

Start Time Uniform(0s,180s) 

Class of Service Silver 

Data Profile numPackets 1 

SendInterval 1 

numBursts 1 

burstInterval 3600s 

Data Size textResourceSize 20 Bytes 

numResources 4 

58



 

 

4   Simulations and results 

This section shows the results of simulations. This section is divided into two parts. In 

the first part, we simulate this service to find our proper value of CIR and PIR. Then 

we simulated to find the proper bandwidth that should be assigned to this network in 

output link. 

4.1   Test CIR and PIR 

Table 6. QoS mechanism parameters and corresponding results for video source (gold class) 

 CIR 

(Mbps) 

CBS 

(MiB) 

PIR 

(Mbps) 

PBS 

(MiB) 

Packet 

loss 

CIR<PIR<Max throughput 10 1.25 20 2.5 140520 

CIR<Max throughput<PIR 20 2.5 30 3.75 0 

Max throughput<CIR<PIR 50 6.25 60 7.5 0 

 

For the four sources included in this service, we firstly classified them based on their 

characterization. Video source is classified into gold class for its high time sensibility. 

Data source is classified into silver class for its lower importance and time sensibility. 

Therefore, we test CIR and PIR of gold and silver class communications. CIR is the 

guaranteed communication speed for important data in one connection, PIR is the 

limitation of one connection to define the maximal speed. Tests are divided into three 

conditions:  

1) CIR < PIR < maximal throughput, 

2) CIR < maximal throughput < PIR, 

3) maximal throughput < CIR < PIR.  

Table 6 and Table 7 show the parameters we assigned for two classes. 

Table 7. QoS mechanism parameters and corresponding results for data source (silver class) 

No. Condition CIR 

(kbps) 

CBS 

(KiB) 

PIR 

(kbps) 

PBS 

(KiB) 

Packet 

loss 

1 CIR<PIR<Max throughput 0.4 0.05 0.8 0.1 90 

2 CIR<Max throughput<PIR 0.8 0.1 2 0.25 0 

3 Max throughput<CIR<PIR 20 2.5 30 3.75 0 
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Fig. 3 Throughput of 10 video (left, kbits/sec) and 37 data sources (right, kbits/sec, 21 

temperature and humidity sensors, 8 lighting and ultraviolet sensor, 8 gas sensor) under three 

conditions (Blue line for condition 3, orange line for condition 2, yellow line for condition 1). 

   

Fig. 4 Delay (left, sec/sec) and jitter (right, sec/sec) of 10 video sources under three conditions. 

(Top one for condition 3, middle one for condition 2, bottom one for condition 1).  

After simulating each condition for 1 hour, we got results shown in figure 3, figure 4 

and figure 5. 

Because three data sensors have similar characterization, we showed result of temper-

ature and humidity sensor as an example of data source. From figure 3, the throughput 

of 20 video sources is from about 0 Mbps to 32 Mbps, and the throughput of data 

sources generated from temperature and humidity sensor is around 1.1 Kbps. For both 

data and video sources, the throughput under condition 1 is obviously limited under 

20Mbps, that difference happened when throughput exceeds PIR value and caused 

huge packet losses.  

The throughput under condition 2 is not influenced so much by low CIR because the 

packet sizes and throughput of this service are not big enough to cause obvious dis-

tance. From figure 4, the delay and jitter of video source under condition 2 is slightly 

higher than condition 3 but the delay and jitter under condition 1 is obviously lower 

than other two conditions.  

That showed that many packets are dropped directly instead of waiting in the queue, 

causing lower delay and jitter. The delay and jitter of data source shown in figure 5 

are in a similar result. 
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Fig. 5 Delay (middle, sec/20s) and jitter (right, sec/20s) of 21 temperature and humidity sources 

under three conditions. (Blue line for condition 3, orange line for condition 2, yellow line for 

condition 1). 

4.2   Test total bandwidth 

Three levels were tested for this simulation, 10M, 100M and 1G. The result of three 

two-hour-simulations are shown in figure 6, figure 7 and figure 8. Temperature and 

humidity sensor was still used as the example of data source. 

 

Fig. 6 Throughput (kbits/sec) in output link (10 video sources and 37 data sources) under three 

different bandwidths (Blue line is for 10M, orange line is for 100M, yellow line is for 1G). 
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Fig. 7 Delay (left, sec/sec) and jitter (right, sec/sec) of 10 video sources under three bandwidths 

(Blue line is for 10M, orange line is for 100M, yellow line is for 1G). 

 

Fig. 8 Delay (left, sec/ 2s) and jitter (left, sec/ 2s) of 21 temperature and humidity sensor under 

three conditions (Blue line is for 10M, orange line is for 100M, yellow line is for 1G). 

The results showed that the throughput under 10M is obviously lower than other two 

bandwidths, causing 1,205,120 packets lost. And the delay of both video and data 

sources are also larger than other two bandwidths. Due to large throughput of video 

sources, the bandwidth assigned must larger than 32Mbps. Therefore, 10M is 

definitely not large enough.  

For 100M and 1G, there are almost no differences in throughput of video and data 

sources, delay and jitter of video source, but small differences in delay and jitter part 

for data sources. However, that small difference doesn’t influence normal 

communication for sources in lowest priority. Because that bandwidth is very 

important source, 100M is the better choice for this service than 1G in order to save 

bandwidth. 
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5   Conclusions and Further Work 

From all tests of simulation, following conclusions about QoS mechanism and band-

widths were achieved: 

1. The simulation tools provide a flexible and economical mechanism to evalu-

ate the network impact of projects that generate heterogeneous traffic with 

finite sources. 

2. Lower CIR or PIR limits the throughput and cause delay, jitter and packet 

losses.   

3. It is necessary to perform an iterative process to get calculate the appropriate 

parameters of bandwidth, CIR & PIR and in this way to minimize the costs 

of the necessary communications for this project.  

As future lines of work, it may be of interest to evaluate the impact on the municipal 

network of the implementation of new projects that share the available bandwidth and 

the resulting aggregate traffic. Besides, after intelligent municipal heritage manage-

ment system has been established in the future, more accurate and exact real data can 

be achieved to test the behavior and performance of this network. 
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Abstract. The following communication describes the interactive devel-
opment and implementation of a web-based clinical decision support sys-
tem to help doctors on the assessment of pancreas and kidney transplant
in patients with type 1 Diabetes Mellitus. An exploratory data analysis
has been performed using a group of 82 patients, which have been trans-
planted in University Hospital La Fe (Valencia, Spain) between 2002 and
2015. This analysis allows to describe the sample population and 134
variables acquired during the study. Among them, the most significant
indicators were used for developing a classification model to predict the
transplant success and failure. An ensemble model of k-Nearest Neigh-
bors enables to predict the pancreas loss with a 82,9% accuracy using
ten input variables. The model was implemented in runtime engine and
integrated into a distributed service oriented architecture.

1 Introduction

Diabetes Mellitus (DM) is a chronic disease that occurs when the pancreas does
not produce enough insulin or when the body does not efficiently use it.[1].
Type 1 Diabetes Mellitus (T1DM) management requires a daily administration
of exogenous insulin [2]. The main therapeutic strategy for T1DM is based on
maintaining blood glucose levels within values considered normal with the in-
jection of insulin [3], and the combination of carbohydrate intake and moderate
physical activity [4].

An effective control of blood glucose levels minimizes the prognosis as a
continuous exposure to high glucose levels is associated in the long term with
macro- and micro-vascular complications that decrease the quality and life ex-
pectancy of patients [5]. A new therapeutic option is the simultaneous kidney
and pancreas transplant [6]. The first pancreas transplant in animals was per-
formed in 1892 when a portion of pancreas was implanted in a dog, preventing
the development of diabetes. In 1922, with the discovery of insulin, research on
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pancreas transplantation decreased since the use of insulin allowed to increase
the survival of diabetic patients [7]. However, chronic complications derived from
T1DM stood and in the decade of the 60s the advances in the suppression al-
lowed to successfully undertake the first transplant of pancreas in humans. The
main benefits of pancreas transplantation are the decrease in mortality and the
improvement of the quality of life of the patient [8]. The decrease in mortality is
due to kidney transplantation, since patients on dialysis have a higher mortality
compared to those who do not transplant [9]. The improvement in the quality
of life is derived, not only due to dialysis drop off, but also from the abandon-
ment of insulin, avoiding daily injections. The improvement in the results of the
pancreas transplant has been progressively increasing as donor and recipient se-
lection criteria, surgical techniques, immune-suppressants and graft monitoring
have improved, so that the average survival of the patient and the pancreatic
and renal grafts have increased progressively [10].Moreover, patient survival at
5 years after transplantation has reached an impressive 89.8 % [11]. Therefore,
pancreas transplantation in any of its modalities entails a notable increase in pa-
tient survival, of around 10 years, compared to those who remain on the waiting
list.

Despite surgical techniques and drugs for this type of intervention have im-
proved, the rate of transplanted pancreas loss is still high. A study conducted
by E.B.Finger [12] focused on the analysis of risk factors directly related to the
short-term loss of the pancreas. Finger and colleagues found statistically signif-
icant risk factors associated with the graft donor, among which are the donor’s
age, creatinine levels and Body Mass Index. The study concluded that donors
who present only one of these risk factors did not have a relevant influence on
the final result, while the presence of at least 3 risk factors can decrease graft
survival up to 50%. In this manuscript we analyze a group of 82 patients who
were transplanted and followed-up for 13 years. A retrospective data analysis
is conducted to assess different modeling techniques and predictors selection to
build and validate a prediction model for the success/failure in the reappearance
of T1DM in transplant receivers. After comparing state-of-the-art modeling tech-
niques, the best prediction performance (Accuracy=82.9%) was achieved for an
ensemble k-Nearest Neighbors model which needed the following input predic-
tors of the receiver: Body Mass Index, Systolic Blood Glucose, Fasting Glucose,
Urea, HDL, Units of insulin per day and Number of cigarettes per day.

2 Materials and methods

2.1 Data and modeling analysis pipeline

The initial stage of the study methodology was based on a comprehensive Ex-
ploratory Data Analysis (EDA) and a bivariate statistical analysis. Paramet-
ric tests (t-Student test, Pearson correlation analysis and ANOVA test) and
non-parametric tests ( Mann-Whitney-Wilcoxon and Kruskal-Wallis tests) were
applied depending on the variable distribution goodness-to-fit. After the iden-
tification of significant variables, different classification algorithms were trained
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and validated subsequently to compare the statistical performance in an iterative
variable selection process [13].

Table 1. Classification methods

Modeling Technique Description

Linear/Logistic Regression Linear or non-linear relationship among predic-
tors and responses, which can be numerical or cat-
egorical [14]

Decision Trees Consecutive divisions of data into roots and
leaves(the result) [15]

k-Nearest Neighbors (KNN) Classification according to the most frequent class
of its k closer data (with less distance) [16]

Support Vector Machines (SVM) Classification of data by building a hyperplane
that separates the samples according to the class
to which they belong [17]

Discriminant Analysis Method to establish a boundary between pre-
diction and response distributions that allows to
properly classify the samples [18].

Ensemble Classifiers Divides the dataset into similar sub-datasets
which are used for training and testing a the
model performance [19]

2.2 Classification Models

Classification models aim to analyze the simultaneous effect of the relationships
on a set of more than two variables in a numerical way [20]. For the development
of the models it is necessary to have known data, that is, to include both the
input variables and its classification. Once the model is produced, it can be used
to predict results based on new input data. Within these categories there is a
wide variety of models and techniques, however, in this study only the spread-
used models are trained and validated to compare its performance in the current
problem (Table 1).

The performance of the models was assessed by classical performance indica-
tors: Sensitivity, Specificity, Area Under the ROC curve, Accuracy and Predictive
Positive Value according to the TRIPOD Statement [21].

2.3 Statistical software

Data analysis and models development and validation was done using Matlab
2017a software with the Academic license of the Universitat Politècnica Valéncia.
In addition to the basic functions of Matlab, this study was done using the
Classification Learner toolbox.
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2.4 Reduction of dimensionality

Principal Components Analysis (PCA) was used to identify principal character-
istics in which groupings of variables moved in similar directions. Matlab allows
the use of this dimensionality reduction technique in the Classification Learner
toolbox however, this tool has the limitation that it does not apply to categorical
variables. Therefore, we implemented another extensively used feature extrac-
tion method, the Neighborhood Component Analysis (NCA) based on Euclidean
distances. This method calculates the probability of a variable to influence the
final result.

2.5 Validation of the models

All models were validated with a 5 layer cross-validation method. Moreover,
the iterative validation of the models consisted of the three subsequent tasks:
i) Dimensionality reduction methods in case the set of predictor variables is
very high (> 10 variables). ii) Modification of the set of input variables used,
according to the interest that their contribution to the class determination. iii)
Significance analysis and variable elimination.

classification performance was assessed as regards to the following indicators:

– Sensitivity (the ability to correctly identify successful transplants).
– Specificity (the ability to correctly identify failed trasplants)
– Area under the Receiving Operator Characteristic (C statistic)
– Accuracy, defined as the ratio of correctly identified cases (True Positives +

True Negatives) and the overall cases (True Positives + False Positives +
True Negatives + False Negatives).

The criteria for selecting the best performing model was based on the higher
accuracy.

3 Results

3.1 Descentralized Decision Support System

The system architecture is presented using the service-oriented architecture pat-
tern, where services are provided and shared between the components. Based
on the architecture of an orchestrated system defined previously by the authors
[22], a system composed of three modules has been proposed to build a clinical
decision support system which will integrate the iterative model development
framework:

1. Data Storage Module: contains a database to store clinical data and a his-
tory of the results of the predictions obtained by the user by executing the
classification model.
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2. Control and Prediction Module: consists of two components. The orchestra-
tor component, which is the functional director that controls the service flow
of the system. And the predictive component, which contain the engine to
run the model and obtain the prediction results based on input data.

3. Communication Module with the User: designed to provide end users with
a web application to enter data of the ten selected variables and receive the
results of the execution of the prediction model.

According to the functional scheme of the clinical decision support system
described, the orchestration system was adapted to integrate the best performing
classification model and a web interface. Figure 1 shows the structure of the
solution adopted for the orchestrated system.

Fig. 1. Orchestrated system for the model execution

3.2 Interactive Data Modeling

The data of the study was taken in the Hospital La Fe (Valencia, Spain) during 13
years of patients follow-up, beginning in September 2002 and ending in August
2015. 81 patients who have undergone a pancreas transplant and kidney, either
simultaneously (SPK) and signed the informed consent were included into the
dataset (Table 2). 56 subjects retained the pancreatic graft, whereas 17 lose it
and 8 died, therefore 69.13% of the the subjects where labeled with the successful
event.

The selection and compilation of the study variables was defined by the clin-
ical staff of the hospital, and they included several phenotype variables and
clinical laboratory tests. The set of study variables had a total of 134 variables
(62 quantitative), which were divided according to this classification to make the
analysis more appropriate in each case based on this classification. The graph-
ical descriptive analysis contributed to the detection of erroneous values in the
samples by using box-whisker charts. Errors and outliers due to special patient
circumstances (e.g.: use of steroids alters fasting glucose) were eliminated.

Using the Classification Learner toolbox, different prediction models were
developed and validated with a 5 layer cross-fold validation. After 4 iterations,
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Table 2. Descriptive information of the study sample

Variable Distribution // Mean±SD

Sex Male(58.5%) - Female(41,5%)

Age at transplant (years old) 37.4±5.7

Body Mass Index (Kgm2) 24.0±3.4

Duration of T1DM (years 25.5±6.5

HbA1C 8.2±1.6

Insulin Bolus (U/day) 37.6±19.6

Insulin intake/day 3.5±0.9

Success of pancreatic transplant 69.13%

Table 3. Influencing variables and their relative weight after NCA analysis

Variable Weight Variable Weight Variable Weight

Sys. BP 0.34 Fasting Glucose 1.35 HBA1C 0.32

UREA 0.18 C-peptide 0.04 Trygliceride 0.31

Waist 0.33 Cigarettes/day 0.15 Years since onset 0.27

Creatinine 0.34 Donor Age 0.34

we have obtained a model based on KNN with a precision of 82.9 % and 11
predictors. In the following sections, the results obtained in each iteration are
detailed.

The first iteration excluded the variables with a low number of observations
(less than 30%). From the original 134 variables, only 49 were kept for the next
iteration. This complete set of variables was used for the training of the models,
obtaining a maximum level of precision of 80 %.

The second iteration focused on reducing the number of input variables,
since it is unsustainable and impractical for a prediction model to have such a
high number of input variables. PCA was used to discard non-influent variables,
obtaining a set of components, whose first main component was sufficient to
determine more than 95 % of the variance of the data set. With this training,
a maximum precision of 80 % was obtained again. Therefore, NCA was applied
obtaining the influence of the predictors on the result of the classification (Ta-
ble 3). The results of this table show the importance of these variables with
respect to the observed class and do not state the direction of the effect (eg.:
and increased Systolic Blood pressure does not indicate a higher probability of
transplant success). This work was left for the classification models, which were
trained the 10 variables which achieved the greater relative weight. The best
precision was obtained for the Ensemble Classifier model of the KNN Subspace
type, reaching 81.4%.

The third iteration aimed to remove the age of the donor variable, so the
model could be used without demanding external information from the patient.
With this subset of variables, we launched the four and final iteration. From all
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the trained models, the Ensemble Classifier model of the KNN Subspace achieved
a 82.9 % of classification accuracy (Table 4 ). This model achieved a sensitivity
of 96% and a specificity of 21%. The area under the curve (AUC) was 59%.

Table 4. Accuracy of the classification models for the 10 selected predictors

Model Algorithm Accuracy

Decision tree Complex Tree 71.4 %
Medium Tree 71.4 %
Simple Tree 77.1 %

Discriminant Linear discriminant 72.9 %
Quadratic Discriminant 72.9 %

Regression Logistic Reg. 71.4 %

SVM Linear SVM 80.0%
Quad. SVM 68.6 %
Cubic SVM 71.4 %
Gaussian SVM 80.0 %

KNN Fine KNN 74.3 %
Medium KNN 80.0 %
Coarse KNN 80.0 %
Cosine KNN 80.0 %
Cubic KNN 80.0 %
Weighted KNN 80.0 %

Ensemble Boosted Trees 80.0 %
Bagged Trees 80.0 %
Sub. Discriminant 81.4 %
Subspace KNN 82.9

%

4 Conclusion

A model for the prediction of pancreatic grasp was developed and validated using
data modeling techniques and dimensionality reduction on a sample population
of 81 patients who have undergone thorugh a pancreas transplant in University
Hospital La Fe. After a descriptive analysis and bivariate comparisons, no signif-
icant variables were found with respect to the success of pancreatic transplant.
The prediction problem has been then approached using classification models
with the total set of available variables and applying dimensionality reduction
techniques. An ensemble model of subspace KNN achieved the best accuracy
performance with an 82.9% which needed the following input predictors of the
receiver: Systolic Blood Glucose, Fasting Glucose, Urea, Waist, creatinine, C-
peptide, number of cigarettes per day, HBA1C, triglyceride and onset year. State
of the art model proposed by Finger et altres [12] included donor information,
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however, after the dimensionality reduction iteration any of the donors variable
did not achieved a significant weight with respect to the transplant success.

The selected model, which has a high sensitivity (98%) will help clinicians
to maximize the chances of transplant success in T1DM therapies [23] as it
classifies almost perfectly the patients who truly maintain the pancreas. The
system will allow to identify the patients with higher chances of maintaining the
graft, and thus, not to erroneously exclude potential patients from a transplant.
In contrast, this model has a very low specificity (21.0%). Of the total number
of patients who have truly lost their pancreas, the model has classified very few
as a loss. This suggests that the model determines as apt for the transplant to
great amount of patients unless it is very evident that the patient is going to lose
the pancreas, which may be derived by the class unbalance (patients with the
event are the 69.13%). Further work including new prospective data is needed
to ensure a model with a more balanced derivation data set.
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Abstract. Due to the continuous increment in the integration scale, the fault 

rate in computer memory systems has augmented. Thus, the probability of oc-

currence of Single Cell Upsets (SCUs) or Multiple Cell Upsets (MCUs) also in-

creases. A common solution is the use of Error Correction Codes (ECCs). 

However, when using ECCs, a good balance between the error coverage, the 

redundancy introduced and the area, power and delay overheads of the encoders 

and decoders circuits must be achieved.  

In this sense, there exist different proposals to tolerate MCUs. For example, 

matrix codes are codes able to detect and/or correct MCUs using a two-

dimensional format. However, these codes introduce a great redundancy, which 

leads to an excessive area, power and delay overhead. 

In this paper we present a complete comparison of two recently introduced ma-

trix codes. 

1   Introduction 

Currently, the continued size reduction of CMOS technology provides memory sys-

tems with a large storage capacity. However, this size decrement also causes an in-

crement in the memory error rate [1], [2]. In this sense, the impact of a cosmic radia-

tion particle can provoke the change in a single memory cell (known as Single Cell 

Upset or SCU), or, as shown in different experiments, in several memory cells (Mul-

tiple Cell Upsets or MCUs). An MCU can be defined as simultaneous errors in more 

than one memory cell induced by a single particle [3], [4], [5], [6], [7]. 

Traditionally, Error Correction Codes (ECCs) have been used to protect memory 

systems. The most common ECCs used have been SEC or SEC-DED codes [8], [9], 

[10]. SEC codes can correct an error in a single memory cell, while SEC-DED codes 

can correct an error in a memory cell, as well as they can detect two errors in two 

independent cells. 

In critical applications, more complex and sophisticated codes are used [11], [12], 

[13], [14], [15], [16], [17]. For example, Column-Line-Code (CLC code) [15] com-

bines extended Hamming codes (a SEC-DED code) and parity checks to correct dif-

ferent error patterns.  

                                                           
* This work has been supported in part by the Spanish Government under the research project 

TIN2016-81075-R. 

74 C.Fernandez-Llatas and M.Guillen (Ed.):
Workshop on Innovation on

Information and Communication Technologies
(ITACA-WIICT 2018)

ISBN 978-84-09-07373-3



However, when adding an ECC to a memory system, a number of factors must be 

taken into account. Firstly, the required redundancy, that is, the additional bits used to 

detect and/or correct the possible errors. These bits are added to each word of data 

stored in the memory. In this way, the amount of storage occupied by the redundant 

bits is scaled with the memory capacity. For example, if an ECC with 100% of redun-

dancy is used in a 2GB memory, only 1GB will be available to store the "clean" data; 

the remaining 1GB is required for the code bits. 

And secondly, another factor to take into account is the complexity of the encoding 

and decoding circuits, as this complexity will affect the area, power and delay over-

heads of encoder and decoder circuits. 

In this work, we present a complete comparison between two matrix codes: the 

CLC code [15] and a matrix code designed by the authors and recently presented in 

[18]. This new ECC greatly decreases the redundancy introduced, reducing also the 

overhead of the encoding and decoding circuits. In this way, we will compare the 

error coverage of both codes, as well as the area, power and delay overheads of the 

encoder and decoder circuits. 

The new code has been designed by using the FUEC (Flexible Unequal Error Con-

trol Codes) methodology, developed by the authors in [19], where an algorithm (and a 

tool) was introduced to design FUEC codes. FUEC codes are an improvement of the 

Unequal Error Control Codes (UEC) [8]. An advantage of the FUEC methodology is 

that it can be employed to design other codes, just selecting the error vectors to be 

corrected. 

This work is organized as follows. Section 2 presents a brief introduction to the de-

sign of ECCs, as well as it introduces the most common errors produced in memories. 

Section 3 summarizes the behavior of the two matrix codes that we will evaluate in 

Section 4. Finally, Section 5 concludes this work. 

2   Error Correction Codes 

2.1   Introduction to the design of Error Correction Codes  

An (n, k) binary ECC encodes a k-bit input word in an n-bit output word [20]. The 

input word u = (u0, u1, ..., uk-1) is a k-bit vector that represents the original data. The 

code word b = (b0, b1, ..., bn-1) is an n-bit vector, where the (n – k) added bits are 

called parity bits or code bits. b is transmitted through an unreliable channel that 

delivers the received word r = (r0, r1, ..., rn-1). The error vector e = (e0, e1, ..., en-1) 

models the error induced by the channel. If no error has occurred in the i-th bit, then ei 

= 0; otherwise, ei = 1. In this way, r can be interpreted as r = b  e. Fig. 1 synthesizes 

this coding, transmission and decoding process. 

The parity matrix H(n – k) × n of a linear code defines the code [8]. For the coding 

process, b must meet the requirement H·b
T
=0. For syndrome decoding, syndrome is 

defined as s
T
=H·r

T
, and it exclusively depends on e: 

s
T
 = H·r

T
 = H·(b  e)

T
 = H·b

T
  H·e

T
 = H·e

T
 (1) 
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Fig. 1. Encoding, channel crossing and decoding process 

There must be a different syndrome s for each correctable e. If s = 0, we can as-

sume that e = 0. Therefore, r is correct. Otherwise, an error has occurred. Syndrome 

decoding is done through a lookup table that relates each s to the decoded error vector 

  . The decoded code word    is calculated as          . From   , it is easy to obtain    

by discarding the parity bits. If the fault hypothesis used to design the ECC is con-

sistent with the behavior of the channel,    and u must be equal with a very high prob-

ability. 

2.2   Error Models 

In coding theory [8], the term random error commonly refers to one or more errone-

ous bits, randomly distributed in the coded word (data bits plus code bits generated by 

the ECC). Random errors can be single or multiple. Single errors affect a unique 

memory cell. They are commonly produced by Single Event Upsets (SEU, in RAM) 

or Single Event Transients (SET, in combinational logic) [21]. 

As previously mentioned, with the continuous increment of the integration scale, 

multiple errors are more and more frequent [3], [4], [5], [6], [7]. Nevertheless, they 

commonly appear grouped in neighboring bits, rather than randomly. For example, 

when a cosmic particle hits a memory cell, a radiation of electron-hole pairs along the 

transport track is produced [22]. In this way, adjacent errors can be generated, that is, 

multiple errors where all the erroneous bits are contiguous [4], [23]. 

3   Matrix Codes 

3.1   Introduction to Matrix Codes 

Matrix codes are ECCs that combine two or more types of error correction methods to 

detect and/or correct different types of errors [14], [15], [24], [25], [26]. Usually, 

diverse types of Hamming codes and parity checks are combined. In this way, matrix 

codes form a two-dimensional scheme. 

An example of matrix code is the CLC code [15], whose layout can be seen in Fig. 

2 (extracted from [15]). This code divides the primary data input (represented by Xi) 

into groups of 4 bits. Each group is codified by a SEC-DED (8, 4) Extended Ham-

ming code (marked as Ci and Pai). Finally, a set of vertical parity bits (represented by 

Pi) form the matrix. This matrix code is able to correct all single errors, as well as 

different types of adjacent errors, as we will see in Section 4.  
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X1 X2 X3 X4 C1 C2 C3 Pa1 

X5 X6 X7 X8 C4 C5 C6 Pa2 

X9 X10 X11 X12 C7 C8 C9 Pa3 

X13 X14 X15 X16 C10 C11 C12 Pa4 

P1 P2 P3 P4 P5 P6 P7 P8 

Fig. 2. Layout of a matrix code with 16 data-bit word [15] 

The main problem of this ECC is the high number of redundant bits. In fact, this 

redundancy is 150%. This high score provokes a reduction in the available memory 

for the payload. Redundancy can be calculated as:  

 

           
              

              
     (2) 

3.2   Our proposal 

Recently presented [18], we have proposed a matrix code with a very low redundan-

cy. This code can correct all single errors, as well as all different types of adjacent 

errors. The layout of our code can be seen in Fig. 3, where Xi represents the data bits 

and Ci the control bits (calculated using the FUEC methodology [19]). 

 
C0 C1 C2 C3 C4 

C5 C6 C7 C8 X0 

X1 X2 X3 X4 X5 

X6 X7 X8 X9 X10 

X11 X12 X13 X14 X15 

Fig. 3. Layout of our matrix code [18] 

The main advantage of our proposal is that it only introduces 9 bits of redundancy, 

instead of the 24 bits used in the previous code. That is, our ECC only presents a 

56.25% of redundancy. The importance of this low number comes from the fact that 

these additional bits must also be stored in memory. In this way, a greater redundancy 

means less availability for data bits.  

For example, for the CLC code presented in Section 3.1, a 1GB memory chip will 

spend about 614MB to store code bits, so only about 410MB would be available to 

store data bits. In the case of our proposal, only 370MB are necessary to store the 

code bits, being the rest, about 655MB, used to store the data bits.  

4   Evaluation of Matrix Codes 

In this section, we present the results of the evaluation of the matrix codes presented 

in Section 3. We have carried out two different processes. During the first one, we 
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have injected faults in the C models of the matrix codes. With this injection, we have 

evaluated the error coverage. In a second step, we have implemented the two matrix 

codes in VHDL, and we have synthesized them in order to estimate the area, power 

and delay overheads. 

4.1   Error coverage evaluation 

Using the tool explained in [18] and [27], we have used fault injection to study the 

error coverage of the matrix codes introduced in Section 3. 

It should be noted that we have not injected errors according to their probability of 

occurrence. As our objective is to measure the correction coverage, we have injected 

each type of error (single errors or adjacent errors of different lengths) in all the bits 

of the codeword. In this way, we have been able to verify the error correction capabil-

ities of both matrix codes. 

Thus, we have injected single errors, as well as adjacent errors with different pat-

terns, as it can be seen in Fig. 4. In particular, we have injected adjacent errors with a 

length between 2 and 5 used a horizontal pattern (Fig. 4-a) and a vertical pattern (Fig. 

4-b). In addition, we have also injected adjacent errors with a square pattern (Fig. 4-

c), particularly errors with a length of 2x2, 2x3 and 3x2. 

 

 

  

a) b) c) 

Fig. 4. Error patterns injected 

Table 1 shows the correction coverage of both codes. This coverage has been cal-

culated as: 

 

        
                

               
     (3) 

 

where                  are the number of errors corrected by the ECC, and 

                are the total amount of errors injected for a given error type. 

With respect to the results obtained, we can see that CLC code presents a good er-

ror coverage, as it can correct a high percentage of the adjacent errors that we have 

injected. This is an expected result, as its redundancy is really high (150%). Neverthe-

less, a weakness can be found as it only corrects 50% of 2-bit adjacent errors in the 

vertical pattern. 

On the other hand, matrix code from [18] can correct all single faults, as well as all 

2-bit horizontal and vertical adjacent errors and the 2x2 error square pattern. So, our 

matrix code is a good alternative when these types of faults are predominant, as our 

proposal introduces a lower redundancy. 
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Table 1. Error correction coverage 

 
CLC [15] Matrix Code [18] 

Horizontal Error Pattern 

Error 

Length 
% Corrected Errors % Corrected Errors 

1 100,00 100,00 

2 100,00 100,00 

3 100,00 0,00 

4 68,00 0,00 

5 100,00 0,00 

Vertical Error Pattern 

Error 

Length 
% Corrected Errors % Corrected Errors 

1 100,00 100,00 

2 50,00 100,00 

3 100,00 6,67 

4 50,00 0,00 

5 100,00 0,00 

Square Error Pattern 

Error 

Length 
% Corrected Errors % Corrected Errors 

2x2 42,86 100,00 

3x2 100,00 0,00 

2x3 33,33 0,00 

4.2   Synthesis results 

We have synthesized the encoders and decoders of both matrix codes. To do this, we 

have implemented them in VHDL, and using the CADENCE software [28], we have 

carried out a logical synthesis for the 45 nm technology, by using the NanGate 

FreePDK45 library [29], [30]. 

As it can be seen in Fig. 5, matrix code from [18] presents a lower area overhead. 

This is an expected result, as the redundancy introduced by CLC code and its decod-

ing schema requires a greater number of logic gates.  

On the other hand, Fig. 6 shows the power overhead of both codes. Although the 

decoding mechanisms are quite different, both decoders show similar power con-

sumption. The lower redundancy of matrix code from [18] is balanced with more 

complex operations. In any case, the general power overhead is higher for CLC code. 

Finally, Fig. 7 presents the delay overhead of both ECCs. This overhead follows a 

similar trend than the power overhead, that is, the delay’s decoders are very similar. 

Also, as in the power overhead, the encoders’ delay for our proposal is lower. 
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Fig. 5. Area overhead 

 

Fig. 6. Power overhead 
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Fig. 7. Delay overhead 

5   Conclusions 

In this work, we have compared two matrix Error Correction Codes with respect to 

their error correction coverage and area, power and delay overheads. 

Regarding the correction coverage, our proposal is able to correct 100% of single 

errors, as well as all adjacent double errors, with different patterns of occurrence. On 

the other hand, the low redundancy of our proposal also causes a low area, power 

consumption and delay overhead. 

In general, our proposal is an appropriate option for applications where double ad-

jacent errors are expected. Beyond this type of errors, the performance of our code 

decreases significantly due to its low redundancy. If these errors are expected to oc-

cur, more powerful ECCs should be used. 

In future works, we want to continue developing ECCs in order to reduce area, 

power and delay overheads, and maintaining, or even improving, the error coverage. 

On the other hand, we also want to develop other ECCs focused on long length errors, 

which are expected to have an increasing impact. 
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Abstract. Stroke is a major public health issue worldwide. Its diagnosis
and treatment should be provided as soon as possible to avoid further
patient’s complications. In this paper we report novel findings on the
application of process mining algorithms to log of data collected in the
Emergency Room and the Stroke Unit services of a reference hospital.
Our approach is to include discovery and enhancement algorithms into an
iterative process with hospital healthcare professionals to enable experts
in the identification and knowledge extraction from the automatically
collected data. We used the Question-Driven methodology to identify the
real challenges of hospital healthcare professionals to discover problem-
atic processes and their intrinsic features in a dataset containing 2283
appointments of 8 years (2010-2017) from 1835 patients, with 7 time
milestones (Start, Arrival, CT realization, Neurologist Assessment, SU
hospitalization, SU Departure, Hospital Departure). Our results present
a way of identifying patients’ flows during the beginning of their stroke
and their stay in the hospital and a dynamic way to estimate the times
and delays in patient care delivery.

Keywords: Process Mining, Question Driven methodology, patient flow.

1 Introduction

A clinical pathway is a complex process which reflects the organization of a care
process based on collected clinical and administrative data in a defined cohort of
patients for a limited period of time [1]. These pathways may be represented as
business processes which can draw actions and results and correlate them with
the actual performance of patients across the care process [2].

Stroke is a major public health issue worldwide and especially in industri-
alized countries [3]. Incidence rates range from 73 to 223 cases/100,000 citi-
zens/year according to region [4],[5]. The disease is the second, sometimes even
leading, cause of death in many countries [6],[7]. It is also a major cause of dis-
ability and cognitive decline, of worsening of quality of life, and of dependency in
one in two patients [8]. Trying to mitigate the problems associated with stroke,
clinical pathways have been set up in several European countries [9], [10], [11],
[12].
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2 Aparici-Tortajada et al.

Intravenous thrombolysis with tissue plasminogen activator administered
early in acute ischemic stroke has been shown to improve the prognosis of pa-
tients in clinical trials [13], [14]. The therapeutic window established for its
administration is 4.5 h, however, the treatment effectiveness is time dependent
and decreases as increases the time from the onset of symptoms to its admin-
istration. Therefore, it is necessary to dispense the thrombolytic treatment as
soon as possible, avoiding unnecessary delays, since every minute can be decisive
for the functional prognosis of the patient [15]. Thus, the stroke code activation
is crucial since, if it is not activated or activated late, it will influence the emer-
gency service response time and therefore the patient’s affectation and recovery
probabilities.

Patient access to well-organized, multidisciplinary care in stroke units has
been shown to improve quality of service and ultimately to reduce stroke mor-
bidity/mortality rates [16]. The traditional approach of analyzing operational
processes with data-driven models has failed and organizations are moving to
work with process-driven models [2]. To discover and analyze the operational pro-
cesses it is crucial to gather information related to the process itself. Interview-
based data acquisition involves a huge load of resources to perform observations,
which may be subject to bias [17].

Pattern Recognition Algorithms [18] allows discovering and appraising the
performance of hospital processes. Moreover, the Interactive Pattern Recognition
(IPR) [19] allows experts to evaluate incrementally the operative set up as they
introduce modifications in the process. However, in the healthcare area IPR
require other technologies that provide human understandable models, such are
Process Mining (PM)techniques.

Applying Interactive PM techniques needs a specific framework based on
the collaboration of field experts and technicians. Question-Driven methodology
presented by Rojas et altres [20] allows reducing the spaghetti effect through
the use of specific questions for each specific healthcare field: Emergency Room.
The present paper shows that it is possible applying that methodology to analyze
the processes performed in other hospital environments like, such in our case,
the services related to Stroke process (Emergency Room and the Stroke Unit
services).

2 Methods

2.1 Drilling down into the process

A Question-Driven methodology have been applied. It uses the most Frequently-
Posed Questions (FPQs) by the clinicians to guide the search for an in-depth
knowledge of the process [20]. The premise of this methodology is that when a
FPQ answer is achieved, the knowledge acquired causes the generation of new
questions. This new issues will lead to a deeper understanding of the processes
and, thereby, find the strategic points to place improvements.
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Patients’ Flow in Hospital Outpatient Services 3

Question-Driven Methodology consists of six stages, shown in Figure 1, which
has proved its efficacy in an Emergency Room context [20]. In our experiment
data is extracted from the Health Information System (HIS) by technical staff in
the hospital (Stage 1 in Figure 1).It is performed in collaboration with hospital
healthcare professionals since they can guide the extraction for the selection
of the most relevant fields for the posed questions study. The most appropriate
inclusion and exclusion criteria have been determined according to each question
to build different event logs specific for each FPQ (Stage 2).

Stage 3 consists of generating a specific event log according to the require-
ments of each question that requires an answer. In our case, as will be presented
in the results section, it has been filtered between those patients in which the
ICTUS protocol has been activated and those in which it has not.

A comprehensive Data Analysis (Stage 4) of the included episodes is per-
formed by data analysts to check data consistency (data characteristics, its qual-
ity, missed data that can be inferred, data types, time intervals, data values).
Stage 5 is performed by Process Mining experts who discover and enhance the
different flows and prepare the reports in Stage 6.These reports are shared and
analyzed together with the hospital healthcare professionals to pose questions
that may re-launch the entire process depending on the posed questions.

Fig. 1. Question-Driven Methodology

We used PALIA algorithm [21] to perform the discovery and enhancement
analysis by means of PALIA suite tool[22]. In front of other popular tools such as
Disco (https://fluxicon.com), [23] and ProM (http://www.processmining.org/)
[24], we chose PALIA Suite because of its simplicity and effectiveness.

Work flows discovered with PALIA are a formal graphical representation
of the relationships between activities in a given process. Such work flows are
inferred from logs of data which are stored as observations which occur in a
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specific time stamp or a timespan (they should have an Start and End time).
In our research we assume an observation as an activity which takes a finite
categorical value. An activity (A) may have predecessor (P) and/or a successor
(S). P should happen in a time interval before A, and S should happen after.
The complexity and heterogeneity of processes in health care needs a flexible
and efficient mechanism for process representation. Despite their potential, Petri
Nets have failed to deliver understandable models to health care professionals
[25]. The Time Parallel Automaton in PALIA representation copes with such
limitations, enabling to infer work flows in a simple, fast and understandable
way [26, 27].

2.2 Stroke Code protocol

Our study is developed in the Emergency Room and the Stroke Unit services
form Hospital General Universitario in Valencia (Spain). Hospital General Uni-
versitario is one of the four reference hospitals of the Valencian capital and
the reference clinical setting of its Health Department, a geographical district
that covers a population around 350,000 inhabitants. This health department
accounts for more than 3,700 healthcare professionals, 503 beds, 27 operating
theaters, more than 130,000 emergency cares and more than 21.800 hospital
admissions each year.

The emergencies service staff registers each patient on each stage of the visit
process. The information collected by the system is:

1. Start time (St). When the Stroke starts. It is recorded regarding what the
patient or a relative reports.

2. Arrival time (At). When the patient arrives to the Emergency room the
arrival time is recorded.

3. CT realization time (CTt). When the Computerized Tomography is per-
formed.

4. Neurologist Assessment time(NAt). When the patient’s status is eval-
uated by the doctor o guard.

5. SU hospitalization time(SUht). When the patient is hospitalized in the
Stroke Unit.

6. SU Departure time(SUDt). When the patient departs from the Stroke
Unit.

7. Hospital Departure time(HDt). When the patient departs from the Hos-
pital.

2.3 Study data

We used data from 8 years, form 2010 until 2017. The study dataset contains 67
variables of 2283 appointments from 1835 patients.

Table 1 shows an explanation of the events recorded. The first column shows
the recorded attributes, in which each attribute is a recorded time (St: Stroke
Starting time; At: Arrival time; CTt: CT realization time; NAt: Neurologist
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Assessment time, SUht: Stroke Unit hospitalization time, SUDt: Stroke Unit
Departure time and HDt: Hospital Departure time) as described in the proto-
col. The second column shows the number of events recorded containing each
atributes and the third the percentage regarding the total number of events. The
less relevant events (those with a low number of occurrences) are presented in
the last row.

For each of the events the distribution of the Accomplishment variable have
been calculated (Table 1). 31.14% of all the recorded visits have values for each
of the seven observed attributes, 12.09% for all except the neurologist assessment
and 11.82% for all except the SU departure time. The rest of events have much
lower percentages. 9.6% have only the hospital departure time.

Table 1. Number of recorded events

Attributes No. of events %

St-At-CTt-NAt-SUht-SUDt-HDt 710 31.1
St-At-CTt-SUht-SUDt-HDt 276 12.1
St-At-CTt-NAt-SUht-HDt 270 11.8

HDt 218 9.6
At-CTt-NAt-SUht-SUDt-HDt 163 7.4

St-At-CTt-SUht-HDt 98 4.3
At-CTt-SUht-SUDt-HDt 87 3.8
At-CTt-NAt-SUht-HDt 52 2.3

St-At-NAt-SUht-SUDt-HDt 38 1.7
St-At-SUht-SUDt-HDt 27 1.2

At-CTt-SUht-HDt 25 1.1
St-At-SUht-HDt 20 0.9

At-SUht-SUDt-HDt 20 0.9
Other combinations 279 12.2

An analysis of data quality was performed to ensure the results reliability.
They were preprocessed under Quality Department Managers supervision for its
improvement.

3 Results

Work flows have been discovered on the basis of the recorded times on the visits
of each patient to the Emergencies and Stroke Unit Service. The steps in the
process are represented as nodes, a circular shape identified with a name, and
an arrow, which represent the transition between nodes. There are two special
nodes added to all the observations: @Start node to indicate the start of the
observations for a visit and @End, to indicate the patient left the hospital.

Enhancement tools are used to intensify both nodes and arrows using the
traffic light protocol, as it is shown in Figure 2. Node color represents the relative
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time patients are therein (Green ⇒ short time/ Red ⇒ long time). Arrow color
represents the relative number of patients who perform that node transition
(Green ⇒ a few patients/ Red ⇒ all patients)

Transitions are represented by an arrow from the origin to the destination
node. The arrow has a label with the following format ”Origin node name =
Destination node name”. Table 2 defines all the possible stages (node names) in
which a patient can be at a given time.

Table 2. States definition

Name of the State Start Time End Time

PreUrg Start time Arrival time
WaitCT Arrival time CT realization time

Neurologist Assessment time CT realization time
WaitNeur Arrival time Neurologist Assessment time

CT realization time Neurologist Assessment time
WaitUI CT realization time SU hospitalization time

Neurologist Assessment time SU hospitalization time
UI SU hospitalization time SU Departure time

Hosp SU Departure time Hospital Departure time

Both events, the CT realization and the Neurologist Assessment could be
after the Arrival time, depending on the availability. That’s why in the Table 2
the states ”WaitCT”, ”WaitNeur” and ”WaitUI” has 2 possibilities.

The first iteration of the Question-Driven Methodology involves discovering
paths followed by the patients. Figure 2 shows at a glance the flow of patients
across the different stages defined in Table 2. The work flow is enhanced to show
the time spent on each stage an the busiest transitions.

The most remarkable thing on Figure 2 is that Regarding the averaged hos-
pitalization time (UI+Hosp = 8 days and 14 hours), it is shown that it is much
greater than the patient’s averaged time in Emergency room (around 7 hours).
In addition, you can also see the path that most patients follow, since the arrows
are a more red color.

Healthcare experts of the hospital were involved in the analysis of the work-
flows. Experts posed 2 main questions related to the process performance:

– Q1:Do patients with Stroke code activated and those who do not follow the
same flow?

– Q2:Is the time in the emergency room different if the Stroke code is activated
than if it is not?
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Fig. 2. All the studied patients’ flow

3.1 Q1:Do patients with Stroke code activated and those who do not
follow the same flow?

To answer this question two figures are presented. The first one (Figure 3 shows
the patients’ flow for whom the Stroke code has not been activated. This is an
illustrative example of the potential of the application of Process Mining tech-
niques and the presented methodology to draw in an easy and understandable
way clinical processes. The arrows color denotes the number of times that a pa-
tient makes that path, varying from green (less times) to red (more times). The
states color indicates the average time that patients spend in each state.

In Figure 3 we discover that patients without Stroke code activated usually
follow the same flow: When the stroke starts, they go to the emergency room
(PreURG), wait until a TC could be performed (WaitCT), wait until a neurol-
ogist can asses them (WaitNeur), wait until they could be hospitalized in the
Stroke Unit (WaitUI) and then they get in the Stroke Unit (UI); When they
are better, they remain some time hospitalized until their departure (Hosp). In
addition, we found some expected findings, like that the averaged time in hos-
pitalization (UI+Hosp) is higher than the averaged time in Emergency room
(WaitCT+waitNeur+WaitUI).

The second figure (Figure 4) shows the patients’ flow for whom the Stroke
code has been activated. As could be sown, these patients do not always follow
the same flow in Emergency service. From PreUrg state they go mainly to two
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Fig. 3. Patients flow without Stroke code activated

sates: some of them to WaitCT state and some others to WaitNeur state; then
patients in WaitCT go mainly to WaitNeur and vice-versa; from both states
patients go to WaitUI state and finally to UI and to Hosp, as in the non-activated
Stroke code case. Therefore, differences between this flow and the previous one
have been appreciated.

3.2 Q2:Is the time in the emergency room different if the Stroke
code is activated than if it is not?

Regarding the time in each service, it has been checked that the average time
in emergencies when the Stroke code is activated (around 3:15 hours) is notably
less than in case of patients without stroke code activation (around 9 hours).
The hospitalization time, however, is quite similar in both cases, so conclusions
can not be drawn about whether the activation of the stroke code is influencing
or not on the patients’ recovery.

4 Discussion and conclusion

The present work shows the potential of the discovery and time-based enhance-
ment algorithms when they are applied in health care, allowing professionals to
know the operation of their departments.

This technique allowed to test a dataset containing 2283 appointments from
1835 patients of 8 years (2010-2017) in the Emergency Room and the Stroke
Unit services from Hospital General Universitario in Valencia.
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Fig. 4. Patients flow with Stroke code activated

Patients follow different paths if they have activated the stroke code than if
not. If they do not have it activated, the most of patients follow a well defined
path between states, whereas if they have it activated, the paths of patients in
the emergency room vary from one to the other. It appears that this is probably
due to the need for diagnostic confirmation shortly to apply the treatment as
soon as possible.

In addition, this is likely to influence the second result, where the average
time in emergencies in the first case is less than in the second. At the moment,
no significant differences have been found in the time they remain in the hospital
in both cases. In future works it will be tried to see if the time in the emergency
room until they are hospitalized influences on the recovery time.

In addition, the activation or not of the stroke code is indicated in a binary
value box. For this study have been used that box to determine if the stroke code
have been activated or not. However, it has been observed that in some cases
the staff does not activate this box but in the describing the patient’s condition
section, it is referenced the activation of the stroke code. Thus, for future work,
data will be refined to find those in which the stroke code has been activated
but is not reflected in the corresponding box.
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11. de Leciñana-Cases, M.A., Gil-Núñez, A., Dı́ez-Tejedor, E.: Relevance of stroke
code, stroke unit and stroke networks in organization of acute stroke care–the
madrid acute stroke care program. Cerebrovascular Diseases 27(Suppl. 1) (2009)
140–147

12. Bussel, E.F., Jeerakathil, T., Schrijvers, A.J.: The process flow and structure of an
integrated stroke strategy. International journal of integrated care 13(2) (2013)

13. Marier, J.: The national institute of neurological disorders and stroke rt-pa stroke
study group tissue plasminogen activator for acute ischemic stroke. N Engl J Med
333(24) (1995) 1581–1587

14. Hacke, W., Kaste, M., Bluhmki, E., Brozman, M., Dávalos, A., Guidetti, D., Lar-
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Abstract. WHO (World Health Organization) classifies overweight and
obesity based on BMI (Body Mass Index). BMI is considered a rough
guide because it fails to discriminate between body fat percent and lean
mass in both sexes. Obesity is considered a chronic disease associated
comorbidities and risk factors. This review considers a variety of medi-
cal conditions and risk factors and their association with overweight and
obesity, including type of evidence, their presence in Health Electronic
Records of Health Department La Fe in Valencia, and their potential
to be included in a novel study. This study will use comorbidities and
risk factors associated to obesity and Process Mining techniques, to pre-
dict obesity in population, without BMI measure, as part of systematic
detection model.

Keywords: Comorbidities of Obesity · risks of obesity · BMI · system-
atic detection.

1 Introduction

WHO (World Health Organization) defines overweight and obesity as abnormal
or excessive fat accumulation that represents a risk to health. A crude popu-
lation measure of obesity is the body mass index (BMI), a person’s weight (in
kilograms) divided by the square of his or her height (in meters) [49]. Obesity is
considered a chronic disease that is increasing in prevalence [5] to the point of
being considered an international epidemic, not only in adults, but also in chil-
dren. Obesity and overweight is associated with increased risk of comorbidities
such as type 2 diabetes mellitus, cardiovascular diseases, respiratory disorders,
infertility, some cancers, psychological and social problems that negative impact
on quality of life [35], moreover overweight and obesity are inside the five leading
global risks for mortality in the world [50]. It is therefore vital to identify those
population overweight and obese in order to design more efficient interventions.
In this context, Crowdhealth study is developing a use case focused on obesity
at population level in Health Department La Fe in Valencia with data from
Primary Care, Telemedicine and Endocrinology, that compound an integrated
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system based on Big Data. The problem is considered important since despite
the numerous interventions supporting healthy diet and exercise, the prevalence
of obesity in Valencian community both, for children and adults, still grows.
Considering an obesity prevalence of 16% in the region [16], the study will di-
rectly point about 45,000 people who could benefit from more efficient policies
and interventions. The objectives are, on the one hand, to perform a system-
atic detection of obesity and overweight based on risk of commorbidities due to
obesity thanks to data collected in HER and Process Mining paradigm, and on
the other hand, to sensitize the professionals of the National Health System to
promote the systematic detection of obesity and overweight in the population
thanks to this new approach. In the current work, we review scientific evidence
about comorbidities associated to obesity and overweight and other risk factors
aiming to be used in identifying obese and overweight population without diag-
nosis, thanks to data of Health Electronic Records (HER) with a novel approach
based on Process Mining techniques.

2 Materials and Methods

BMI is an anthropocentric method to measure body fat based on height and
weight that applies to adult men and women. WHO classifies BMI into four
categories: underweight (¡ 18.5 kg/m2), normal (18.5 - 24.9 kg/m2), overweight
(25.0 - 29.9 kg/m2), and obese (¿= 30.0 kg/m2). BMI provides one of the most
useful population-level measure of overweight and obesity as it is the same for
both sexes and for all ages of adults. However, it should be considered a rough
guide because BMI failed to discriminate between body fat percent and lean mass
in both sexes [39]. For the past 40 years obesity has been primarily diagnosed
using BMI, but it presents two problems, the limited diagnosis accuracy of BMI
in detecting obesity for individuals in the intermediate BMI ranges, in men and in
the elderly, and the availability of data in health data systems, that not always
include BMI (or height and weight), but many other parameters that could
act as risk factors (comorbilities of overweight and obesity). However, the BMI
indicates weight-for-height without considering differences in body composition
and the distribution of body fat to overall body height. Other measurements
of fat distribution include waist circumference and body fat percentage. The
body fat percentage (BF%) is total body fat expressed as a percentage of total
body weight, but unlike in the case of BMI, there is no generally definition of
obesity based on total body fat. Most researchers have defined obesity according
to BF% as BF% ¿ 30 in female and ¿ 25 in males [30]. There are numerous
formulas to predict BF% from gender, age and BMI, providing easy and non-
invasive prediction of BF% [8]. Waist circumference is also used to define central
obesity, with cut-off points in Europe of ¿ 94cm for men and ¿ 80 cm in women
[46]. All the previous measures and methods to predict obesity and overweight
are based on static measures and do not include variability over time, not only
of the variable but also of the person health status. One of the challenges for
patients and clinicians is that excessive body fat is classified into overweight
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and obesity on the basis of previous measures (BMI, waist circumference or
prediction of BF%), rather than on presence of comorbidities, consequences and
evolution.

2.1 Process Mining

Process Mining is applicable to a wide range of systems, such as hospital informa-
tion systems, as they provide very detailed information about activities executed
from different departments. The goal of Process Mining is to extract informa-
tion from these systems, discovering, monitoring and improving real processes,
by extracting knowledge from data over time [27]. This is the case of Crowd-
health study that includes Health Department La Fe in Valencia , that wants to
extract knowledge from three different departments: Primary Care, Telemedicine
and Endocrinology and try to predict obesity based on available data.

3 Results

The evidence is overwhelming on the association of obesity to a number of medi-
cal conditions and socioeconomic factors. A bibliographic review was performed
in order to find evidence about prevalence and association of overweight and
obesity with other medical conditions (comorbidites) and other risk factors, and
that could be retrieved from Health Electronic Records.

3.1 Overweight and obesity: medical factors

Table 1 shows evidence for overweight and obesity regarding medical condi-
tions. Data of Table 1 includes: if the condition is included in HER used in
Crowdhealth study; the type of evidence between the medical condition and be-
ing obese/overweight (Direct/Indirect/Mild); the type of variable (continuous or
static); if the medical condition is feasible obtained (yes/no); if the condition is
already included in the study (yes/no); if we have to change the study in order
to include the condition (yes/no); and finally the scientific evidence about the
association between obesity and the medical condition.

Hypertension or obesity-hypertension The close relationship between ex-
cess adipose mass and hypertension is well documented, with population-based
studies showing excess adiposity as the strongest known risk factor for hyper-
tension in male and female subjects of different ages and races [17], [44], [47],
[32], [38] Hypertension is the most prevalent obesity comorbidity associated with
increased cardiovascular risk [48]. Obesity hypertension is a distinct subtype of
essential hypertension Excess weight gain, especially when associated with in-
creased visceral adiposity, is a major cause of hypertension, accounting for 65% to
75% of the risk for human primary (essential) hypertension. Obesity-associated
hypertension becomes more difficult to control, often requiring multiple anti-
hypertensive drugs and treatment of other risk factors, including dyslipidemia,
insulin resistance and diabetes mellitus, and inflammation [15].
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Table 1. Medical conditions considered as comorbidities for overweight and obesity.

Medical condition HER
Type of
evidence

Type of
var.

Easy
obtained

In the
study

Modif.
the study

Papers

Hypertension Yes Direct Cont. Yes Yes No
[17], [44]
[47], [32]

Diabetes and
Insulin Resistance

Yes Direct Cont. Yes Yes Yes [19], [12]

[1]
Dyslipidemia Yes Direct Cont. Yes Yes Yes [21], [2], [18]
Coronary
heart disease

Yes Indirect Cont. No Yes No [29], [51], [7]

Gallbladder
Disease

Yes Indirect Cont. No Yes No [3], [37], [4]

Respiratory
Disease

Yes Indirect Cont. No Yes No [26], [41], [33]

Knee osteoarthritis Yes Indirect Cont. No Yes No [52], [6], [43]
Depression Yes Mild Static No No No [54], [31], [36]

Diabetes and insulin resistance Obesity is associated with an increased risk
of developing insulin resistance and type 2 diabetes. Insulin resistance is the
condition where the body does not respond appropriately to circulating insulin.
It associates commonly with obesity, hypertension, and cardiovascular disease
and typically precedes the onset of Type 2 Diabetes [19].

Obesity induces an inflammation state that is implicated in many clinically
important complications, including insulin resistance and diabetes [12] There
is increasing evidence showing that inflammation is an important pathogenic
mediator of the development of obesity-induced insulin resistance [1]. Overweight
and obesity continue to be also prevalent among individuals with T1DM (Type
I Diabetes Mellitus). Obesity rates appear to have reached a plateau among
children with T1DM in some parts of the world. The risk for development of
T1DM is increased by obesity and may occur at an earlier age among obese
individuals with a predisposition [34].

Dyslipidemia Dyslipidemia refers to unhealthy levels of one or more kinds of
lipids in the blood, as there are three main types of lipid (high-density lipoprotein
(LDL), low-density lipoprotein (HDL) and triglycerides), dyslipidemia is usually
means LDL level or triglycerides too high or HDL level too low. Accumulating
evidence indicates that obesity is closely associated with dyslipidemia: increased
levels of triglycerides, decreased levels of HDL and normal or slightly increased
LDL [21] - [2]. Although the mechanisms are still unclear, excess adipose tissue
and dysfunction can contribute to the development of obesity-related metabolic
diseases [18].

Coronary heart disease Coronary Heart Disease (CHD) is a disease in which
a waxy substance called plaque builds up inside the coronary arteries. These
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arteries supply oxygen-rich blood to heart muscle. Over time, plaque can harden
or rupture (break open). Hardened plaque narrows the coronary arteries and
reduces the flow of oxygen-rich blood to the heart [29]. Obesity and CHD have
common risk factors as hypertension, dyslipidemia and type II diabetes mellitus,
the independent effect of obesity itself in CHD has been difficult to verify, and its
unique contribution to CHD prediction can be difficult to quantify [51]. However,
actual data supports the hypothesis that obesity is related to risk of coronary
attack [7] or CHD [24].

Gallbladder disease The term gallbladder disease is used for several types
of conditions that can affect the gallbladder. There are many different types of
gallbladder disease as gallstones, cholecystitis, gallbladder polyps, or gallbladder
cancers. According to current studies, obesity is related to various gallbladder
diseases and Gallstone disease is more prevalent in the patient with obesity [3],
[37], [4]

Respiratory disease There is a gradually increasing impairment of respira-
tory function with increasing obesity. Obesity, particularly severe central obe-
sity, affects respiratory physiology both at rest and during exercise. Reductions
in expiratory reserve volume, functional residual capacity, respiratory system
compliance and impaired respiratory system mechanics produce a restrictive
ventilatory defect. The combination of ventilatory impairment, excess CO(2)
production and reduced ventilatory drive predisposes obese individuals to obe-
sity hypoventilation syndrome [23], [41], [26]. In fact, obesity is the most frequent
risk factor for obstructive sleep apnoea [33].

Knee osteoarthritis Gradual onset of knee pain, stiffness and swelling are
typical symptoms of knee osteoarthritis. Knee osteoarthritis with obesity are two
of the most common diseases and are often comorbidities, as obesity increases
the risk of knee osteoarthritis by a variety of mechanisms [52], [6]. In fact, two
of the main factors associated with onset of knee pain are being overweight and
obesity [43].

Depression Obesity is associated with an increased risk of developing a variety
of chronic diseases associated with psychiatric disorders.Studies have showed
higher rates of obesity in persons with depression, especially in women with
BMI ¿ 25 and men with BMI ¿ 40 [54], [36], so findings suggest that obesity is
associated with depression mainly among persons with severe obesity [31]. But
there are still disparities in prevalence among people with different BMI levels,
so more studies are necessary to clarify obesity - depression relation.

3.2 Overweight and obesity: other risk factors

Table 2 shows evidence on the association of overweight and obesity with other
risk factors. Information included is the same as in Table 1.
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Table 2. Other risk factors for overweight and obesity.

Risk Factor HER
Type of
evidence

Type
of var.

Easy
obtained

In the
study

Modif.
the study

Papers

Poverty and built
envirnonment

No Mild Static No No Yes
[56]
[53], [22]

Ethnic No Indirect Static No No No [28], [40]
[55]

Gender Yes
More
research

Cont. Yes Yes No [13], [14]

Alcohol Yes Direct Cont. Yes Yes No [25], [42]
[45]

Medication Yes Indirect Cont. No Yes No [20], [10]
[9]

Poverty and built environment Number of people suffering overweight and
obesity is increasing, particularly in developed countries. The paradox of obesity
and poverty relationship is observed especially in the developed and developing
countries [56]. Co-related factors with poverty and obesity are: higher unem-
ployment, lower education level, and irregular meals. Other studies shows the
influence of the environment variables in people’s behaviour, becoming obesity
risk factors (such as urbanicity, fast-food restaurants availability, poverty rate,
race heterogeneity) [53]. This situation has even more impact on children and
adolescence [22], [11].

Ethnic Obesity is a condition that is especially prevalent among blacks and
Latinos [28], causes for this prevalence came from individual-level characteristics
and characteristics of the geographic areas in which minority ethnic groups reside
[40]. Baseline neighborhood disadvantage is associated with BMI and marginally
reduces racial disparities in BMI. BMI differences among ethnics are explained
by socioeconomic disadvantages, whereas a range of cultural and family charac-
teristics partially explain disparities for ethnic groups [55].

Gender In most populations, the prevalence of obesity is greater in women than
in men, however, the association between global measures of gender inequality
and the sex gap in obesity is dependent on the measure used, so studies reveal
that is needed more research about mechanisms that underpin the gendered
nature of obesity prevalence [13]. This gender inequalities seems to be motivated
by spatially influenced processes influencing in obesity prevalence, e.g. policies,
societal norms [14].

Alcohol recent prospective studies show that light-to-moderate alcohol intake
is not associated with adiposity gain while heavy drinking is more consistently
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related to weight gain [25], [42]. However, the available evidence is conflicting
and hampered by important limitations that preclude a strong conclusion on the
effect of alcohol intake on obesity risk [45].

Medication Several studies shows the positive association between obesity and
medication use. This medication use come from two reasons, first medication
related with obesity itself (appetite-suppressing, drugs for weight reduction) and,
secondly medications for managing comorbidities. A revision work in England
found that obesity has a statistically significant and positive association with
use of a range of medicines for managing diseases associated with obesity [20].
Similar studies in Austria [10] and Netherlands [9] reveal similar results.

4 Discussion

The aim of this work was to perform a bibliographic review about most common
comorbidities and risk factors associated to obesity and overweight that there
are included in HER, or could be feasible included, and ca be used as predictors
of obesity within a systematic detection model using Process Mining paradigm.
Our main finding are that there is strong evidence with regards to the rela-
tionship of obesity with: hypertension, insulin resistance, dyslipidemia, coronary
heart disease, gallbladder disease, respiratory disease and knee osteoarthritis.
We also find common risk factors in obesity: poverty and built environment,
gender, heavy alcohol consumption and medication use. Comorbidities are dy-
namic variables that are considered as static values at the time the measurement
is made, so we consider that those comorbidities and risk factors could be used
as inputs in Process Mining techniques in order to obtain evolution models and
to obtain meaningful knowledge about overweight and obesity evolution. Our
future work will implement a systematic detection model of obesity based on co-
morbidities and risk factors found in this work, trying to clinically detect obese
people without using the BMI.
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Abstract. The development of complex digital systems poses some de-
sign optimization problems that are today automatically addressed by
Electronic Design Automation (EDA) tools. Deducing optimal configu-
rations for EDA tools attending to specific implementation goals is chal-
lenging even for simple HW models. In deed, previous research demon-
strates that such configurations may have a non-negligible impact on
the performance, power-consumption, occupied area and dependability
(PPAD) features exhibited by resulting HW implementations. This pa-
per proposes a genetic algorithm to cope with the selection of appropriate
configurations of EDA tools. Regardless statistical approaches, this type
of algorithms has the benefit of considering all the effects among all
configuration flags and their iterations. Consequently, they have a great
potential for finding out tool configurations leading to implementations
exhibiting optimal PPAD scores. However, it also exists the risk of in-
curring in very time-consuming design space explorations, which may
limit the usability of the approach in practice. Since the behavior of the
genetic algorithm will be strongly conditioned by the initially selected
population and the mutation, crossover and filtering functions that will
be selected for promoting evolution, these parameters must be deter-
mined very carefully on a case per case basis. In this publication, we will
rely on a multilinear regression model estimating the impact of synthesis
flags on the PPAD features exhibited by the implementation of an In-
tel 8051 microcontroller model. Beyond reported results, this preliminar
research show how and to what extend genetic algorithms can be inte-
grated and use in the semi-custom design flow followed today by major
HW manufacturers.

1 Introduction

Electronic Design Automation (EDA) tools are nowadays sophisticated enough
to achieve a close-to-optimum implementation of integrated circuits with de-
signer assistance [1]. Hence, designers can reason in terms of functionality and
EDA tools take care of the implementation details. It is important to understand
that these tools operate in a daisy chain fashion and support all the successive
processes within the common semi-custom design flow, the so-called synthesis,
mapping, placement and routing processes. These successive steps are in charge
of transforming digital design specified at a high-level register-transfer level into
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detailed gate-level netlists. Such refinements require the exploration of a myriad
of design implementation alternatives for the considered logic, which is typically
referred as a design exploration problem, or DSE for short. It is worth noting
that EAD tools offer multitude of parameters (typically called flags) that can be
used in order to customize how this exploration is carried out.

Through the aforementioned flags, designers can tune the implementation
process according to the specificities of their system, application domain, and
a set of expected performance, power consumption, occupied area and depend-
ability goals, the so-called from now on PPAD goals. The side effect is that
improperly tuning such flags negatively impacts the quality of resulting design
implementations. In addition, the larger the number of flags available, the larger
the design space to explore, and the more complex its exploration, sometimes
falling beyond what even expert designers can manage manually.

There exist a wide variety of state of the art approaches for addressing the
multi-objective DSE problem. According to [2], they can be classified into fol-
lowing four classes : i) heuristics and pseudo-random approaches, e.g. simulated
annealing [3] ii) statistical techniques with domain knowledge, e.g. techniques
relying on Markov Decision Process [4] iii) statistical techniques without domain
knowledge, usually based on design of experiments [5], and iv) techniques based
on the use of genetic algorithms[6].

Most practical DSE approaches focus only on optimization of performance,
power and area (PPA) through tuning of architectural features. For instance,
the DESSERT tool [7] optimizes power consumption, targeting HW models in
SystemC, while the OCTOPUS tool [8] optimizes performance, targeting HW
modeled with Petri nets. The MULTICUBE tool is another example that opti-
mizes performance and power [9] of SoC models described in SystemC. However,
very few tools deal with dependability concerns in general, and robustness op-
timization of designs in particular. And even when they consider dependability,
they either do not consider the eventual side effects of dependability optimiza-
tion on PPA properties [10], or they only focus on the tuning of desing features
[11], thus neglecting the impact on implementations of EDA tools’ flags.

In a recent paper [5], it has been addressed the complex problem of exploring
the design space defined by off-the-shelf synthesis tools to deduce optimal config-
uration of flags simultaneously attending to PPA and dependability goals. The
proposal relied on the use of fractional factorial design of experiments to reduce
the number of fault injection experiments to carry out. It made a clever use of
statistical and operational research instruments to reduce the design space to a
size that allows the experimental estimation of dependability properties through
fault injection procedures, so they can be used to determine the best possible
configuration for synthesis flags according to designers preferences in terms of
PPAD requirements. Such approach not only can guide the implementation pro-
cess to obtain a faster, cheaper, and more dependable implementations, but it
also prevents the really negative effects derived from misconfiguring the selected
EDA tools. The obtained results showed that the proper tuning of logic synthesis
flags may almost double the mission time of implementations, while simultane-
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ously reducing the area and power consumption. And all of this only relying on
the proper tuning of EDA tools’ flags. i.e without introducing any modification
in original HW designs. The practical implementation of the approach resulted in
the DAVOS toolkit [12], which has incorporated various techniques for accurate
[13] yet fast [14] robustness assessment of implementation-level HW models.

The above approach paved the way towards the provision of more sophisti-
cated approaches to balance PPAD goals in HW implementations produced by
EDA tools. However, under its current formulation, the solution can only esti-
mate the main impact of considered flags in final implementations. According
to the principle of hierarchical ordering in the design of experiments [15], the
main effect of flags is the one that will more likely have a significant impact on
results, but one should not neglect the impact that interactions among flags (the
so-called high-order effects) can also have on such results. Consequently, and al-
though in most of the cases the simple consideration of the main effect of flags
should be enough to provide close-to globally optimal solutions, higher-order
effects must be also taken into consideration to obtain accurate estimations of
the impact of such flags on resulting implementations. In order to capture the
effect of such interactions using statistical methods, the number of experiments
to carry out must be greatly increased, which limits in practice the use of this
type of approach for this purpose.

This is where the use of genetic algorithms (GAs) can be of interest, since
these algorithms has the potential to simultaneously consider all-order effects
of flags on the PPAD features of resulting HW implementations. However, as
it is explained in [2] the use of GAs do not guarantee a rapid convergence to a
global optimum solution. Typically, GA will only reach reasonable good solutions
when the initial population has enough time to evolve [6]. This is mainly why in
this paper the effectiveness of a GA will be determined attending to two basic
principles: i) the quality of the resulting configuration, that will be determined
attending to a PPAD-based score, and ii) the cost of obtaining the resulting
configuration, quantified as the total amount of considered configurations until
reaching the resulting one. The ideal goal is to provide the best quality configu-
ration at the lowest possible cost, but a more realistic goal, the one adopted in
this paper, will be to tune the genetic algorithm in order to find out a configura-
tion with a good-enough quality at a reasonable time-cost. In order to cope with
such challenge, the algorithm requires the definition of a number of elements,
such as the initial population to consider and the selection, crossover and muta-
tion heuristics to use during the evolution of such population. Obviously, there
exist a number of alternatives to consider for each one of these elements. This
paper provides the rational behind the definition of a genetic algorithm suitable
for supporting the automatic exploration of the design space established by the
various EDA tools’ flags under consideration. The previous research carried out
at [5] will be the one considered as reference for this work.

The rest of this paper is structured as follows. Section 2 provides the back-
ground on genetic algorithms used for design space exploration. Section 3 defines
particular instance of a GA implementation and presents its parameterization,
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which is aimed at minimization of optimization cost. Section 4 describes the
experimental procedure for calibration of the defined algorithm, using the avail-
able regression models. These models relate the PPAD properties of MC8051
soft-core processor implementation (for Virtex6 FPGA) with the parameters of
Xilinx XST logic synthesizer. Then section 4 discusses the experimental results,
and the calibrated parameters of the GA. Finally, section 5 presents the conclu-
sions drawn from this work.

2 Background on Genetic Algorithms

A Genetic Algorithm (GA) is an optimization method, more specifically, a meta-
heuristic [16], having a real efficiency to provide high-quality results on many
kind of problems. It cannot assure to find the global optimum solution of a prob-
lem. In general, GAs are usually a bad choice when addressing simple problems
that can be easily solved using methods as exhaustive search or mountain climb-
ing. However, they can be really efficient alternative when deployed on complex
problems exploring large research spaces. In that case, this type of algorithms
try to explore the research space following a process inspired in biology, where
solutions have a genome that evolves over generations.

Using GAs, the data needed to solve the problem is contained in each in-
dividual, which is also considered as a potential solution of the problem. Such
data can be encoded in different forms in order to be manipulated by GA. Most
of the times the genome of each individual is encoded as a bit array, where all
choices needed to solve the problem are represented in a bit and take a value of
1 or 0.

Typically, the GA begins with a set of individuals, that are generally ran-
domly generated. Then the algorithm forces the evolution of this population of
individuals. This evolution process relies on the use of crossover, mutation and
selection functions. A high level view of the process provided in Figure 1.

Evaluation can be seen as the interface between the GA and the addressed
problem, as the algorithm will ask the evaluation function to assess the degree
of fitness provided by each individual in the population with respect to the
considered problem.

There are different way to stop the algorithm, it can be decided to stop it
when current individuals are considered good enough: if an individual reaches
the expected degree of fitness (typically a previously specified score) it is consid-
ered as a solution of the problem and the GA notifies the discovery. Otherwise,
it continues with the research of a solution. Or it is also common to run the algo-
rithm until better results are not reasonably expected: the population converge
toward a solution, which can be global or local optimum.

The Selection process can be compared to the natural selection process in the
nature. Best individuals (i.e. those having a higher fitness score) are those that
will be more likely selected. This means that they are more prone to survive and
interact together to produce new individuals. There exist many different selection
methods. Some relies on the use of probability for the selection of individuals,
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Fig. 1. Architecture of Generic GA

while others renew the whole population at each generation (iteration of the GA
algorithm) or they select the individuals in a deterministic way taking only into
consideration their features, such as their fitness scores.

Once the set of individuals selected, they interact among them in order to
produce new individuals by relying on the use of the so-called crossover functions.
The Crossover functions are genetic operators. In biology, two chromosomes cross
their chromatids and exchange genes. In GAs, the process, in Figure 2 is similar
and basically structured in three successive steps:

1. Parents selection - Two individuals are selected to undergo the crossover
process. Remember that their respective genomes are usually encoded as
two bit array.

2. Determination of the crossover point - A point is randomly determined in
the genome (bit array) of each individual to carry out the crossover, i.e. to
split its genome in parts.

3. Data exchange - Attending to the location of the crossover point selected
in the genome (bit array) of each individual, the genome is split and then
combined with other fragments produced by other individuals.

As also happens in nature, mutation appears from time to time in order to
introduce new characteristics in the genome of population individuals. This is
carried out following a mutation process, which is defined as another genetic
operator of the GA. Since the genome of individuals is encoded as a bit array, a
mutation simply consists in flipping one or several bits of the array. Obviously,
mutations should the result of chance, i.e. they cannot be systematically applied
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to all population individuals. This is why a Mutation rate must be fixed. This
rate applies not only to the selection of those individuals that should suffer a
mutation, but also to determine which bit or bits of their genome must be flipped.
This is how new configurations which cannot be reach only by crossover can
spontaneously appear in the population under study. This process is illustrated
Figure 3

Mutation

Fig. 3. Mutation

It must be also noted that GAs have to deal with two opposite require-
ments that must be properly balanced during solution research. The former one
is Convergence, which tries to homogenize the population towards a local opti-
mum. The latter is Diversity, which adds new individuals to population in order
to enlarge the explored research space, thus avoiding local optimums. If the
equilibrium is not correctly managed between these concepts, then a premature
convergence towards a local optimum may occur, or the convergence towards a
global optimum may become very slow .

3 Use of genetic algorithms for dependability-aware
design space exploration

The standard formulation of a genetic algorithm showed in Figure 1 will be re-
fined in this section in order to produce results suitable for properly tuning EDA
tools supporting the implementation of HW models. As Figure 5 shows, the first
step consists in determining an initial population in order to feed the genetic
algorithm. Then, such population is evaluated and if it does not include any
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solution, it is transformed into a new population by not only applying crossover
and mutation, but also filtering resulting new individuals and crowding the fi-
nally resulting population. Finally, the algorithm iterates another time. Next
subsections detail the aforementioned elements.

3.1 Anatomy of an individual

Since the goal is to properly tune a set of EDA tools, the genome (set of chro-
mosomes) of an individual will be an array of bits (chromosomes) where each
bit represents the binary state (0 or 1) of a particular tool parameter. As a re-
sult the number of bits in the array will be equal to the number of parameters
and tools under consideration. If we consider 1 tool, such a logic synthesizer, for
instance, providing 2 parameters, such as implementaion goal: speed/area and
implementation effort: normal/high, then the genome of each individual will con-
tain 2 chromosomes (bits), the first one representing the state of the goal (0 for
speed and 1 for area), and the second bit will provide the configuration of the
effort flag (0 for normal and 1 for high). If a parameter may have more than two
possible values, then the advice is to consider two only two of them, the most
representative or interesting one. This is currently a limitation of our proposal
that we plan to fix in the near future.

3.2 Initialization process

It is well-known that introducing an initial solution in the initial population can
have many beneficial effects. The problem is to know which can be such an ini-
tial solution. In the case of EDA tools, most of them are commercialized with a
default configuration providing a good balance between performance, power con-
sumption and occupied area. However, considering default configurations as part
of the genome of individuals within the initial population is not always a guar-
antee of improving the space exploration carried out by the genetic algorithm as
will be shown in Section 4.

Another aspect to consider is the size of the population, or the number of in-
dividuals that the initial population should hold. Providing a value is particularly
tough and requires various experiments in order to select a number big enough
to enable good evolution, but small enough to avoid an explosion of the popula-
tion under consideration. Since the consideration of more individuals will imply
the realization of more experiments, and thus, the increase of the experimental
time, the population size will remain under control during the whole execution
of the GA. This means that the number of individuals will not be increased
nor reduced from one iteration of the algorithm to another. The experiments
leading us to consider a specific number of individuals for the population will be
reported in section 4.

3.3 Evaluation through scoring

Providing an score to each individual implies applying the HW design under
consideration to the EDA tools under study with the configuration flags provided
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by each individual. In addition, for each configuration one needs to carry out
many (some thousands of) fault injection experiments in order to assess the
behavior of the simulated HW implementation i) in the presence of the various
considered faults, ii) at all the potential locations of the design that can be
affected by such faults, and iii) at all instants of time that this may occur.

Thanks to the research carried out in [5] the effect of a particular configura-
tion over the various performance, power consumption, area and dependability
features of a HW design can be statistically estimated without running such
a huge number of fault injection experiments. Despite the limited representa-
tiveness of the multilinear regression model that was proposed, its accuracy is
enough for the purpose of tuning the GA under study. So, this paper will take
benefit from this model in order to associate an score for each configuration at-
tending to the PPAD features induced by each configuration. Figure 4 provides
an overview of the process followed to compute each individuals’ score. This is
a three-step approach:

1. The chromosomes of each individual, indeed the set of configurations flags
represented by its genome, are provided to the Davos Toolkit, a toolkit pro-
viding the means to evaluate, among other things, the impact of EDA tools
configurations on the PPAD features exhibited by a HW model. Interested
readers can found more details on this tool in [12].

2. The estimations of performance, power consumption, area and dependabil-
ity are returned by Davos and normalized for aggregation purposes. This
normalization is carried out attending to the maximum values for each one
of the considered features that has been obtained so far.

3. The normalized estimations are aggregated attending to the importance pro-
vided by designers to each one of the considered parameters. The aggregation
technique that is employed is the weighted sum model technique, which re-
quires that the sum of all considered weights should be 1, or 100%.

The resulting score is the one associated to the considered individual. Then,
the idea that the higher the score the better, is used in order to rank all the
individuals. In other words, the best individuals are those reporting the higher
score.

3.4 Limiting the number of iterations of the GA

The fundamental constraint in our case will be the limited number of evaluations
that should be carried out, since as earlier mentioned, the experimental time
must remain into limited temporal bounds. This is why in the proposed algorithm
(see Figure 5) the number of iterations is not only limited by the discovery of
an optimal solution, but also by the number of iterations carried out. In a sense,
the potential of evolutions will be limited by the number of iterations. This is
why the selection of this number is so sensitive in our case, as will be discussed
in Section 4.
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Fig. 4. Procedure to rank the individuals at each iteration of GA

3.5 Selection process

This process directly impacts the ability of the GA to converge towards an
optimum (local or global). In our particular case, the Elitism method was selected
[17]. This method ensures that the best configurations are kept over generations.
From a pure convergence-oriented viewpoint, this approach is the most efficient
one. We choose to double the population at each generation (algorithm iteration)
with the crossover operation and only half of the existing parents and sons can be
selected due to the constraint previously introduced about keeping the size of the
population under control. Obviously, the selected ones will be those providing
the best evaluations, i.e. PPAD scores.

The global score that will be finally associated to each individual will be
computed attending to the aggregated function, detailed in Section 4.1

It must be noted that the elitism selection promoted convergence too much,
in the sense that it can lead to a premature convergence around a local op-
timum, thus missing any other existing (maybe global) optimimum [18]. But
this is something very hard to avoid in general when the amount of time for
experimentation, and thus for letting the evolution of individuals, is limited.

3.6 Applying crossover

In addition to the simple crossover explained in previous section, two other
crossover variants are also taken into consideration: the double crossover and
the uniform crossover.
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First we will present the actual algorithms, to get an overview, the we will present 

added process to understand the expected impact.

* Indicates optional part   

Genetic_Algorithm(): 

#Initialisation 

Parents=Starting_population_creation(Random) 

*Insert_Specific_configuration_into_population(Parents)

Evaluation(Parents) 

#Core_loop 

While (no convergence)/*(n iterations): 

#Generation new configurations 

Until population doubles: 

2_Parents_selection(Random) 

Choose_Crossover() 

Sons=Crossover(Parents) 

Sons=Mutation(Sons) 

Filtering_Sons() 

Crowding_process() 

Add_sons_to_population() 

#Scoring  

Evaluation(sons) 

Set_global_score_to_each_configuration(Population) 

#Saving and Discarding 

Selection(Population): Keep the best half population 

#Algorithm End? 

Check_convergence()/*Check_iterations number() 

Return(Population) 

The following paragraphs explain the parts added and displayed in our algorithm. 

Please note that GA parameters can be highly dependent each other, so setting some 

of them highly influence the setting of the other. 

Evaluation: A model can return to the algorithm the Dependability, Frequency, 

Power and Area values of each configuration. The evaluation is based on an aggre-

gated function of these four factors. The other option, based on Pareto was discarded, 

because of the need of an important population. 

The selection process: it directly impacts the convergence. The previous part intro-

duced this process. In our particular case, the Elitism Selection was chosen. It means 

the best configurations are kept over generations, and the risk of lose any of them 

because of probability is avoided. Because of convergence need, it is not possible to 

Fig. 5. Pseudo code of the implemented Genetic Algorithm

On the one hand, the double crossover consists in defining two crossover
points and exchange the segment defined by such points between two individuals.
The process is graphically explained in Figure 6.

Double Crossover

Crossover 
Points

Fig. 6. Double crossover

On the other hand, the uniform crossover randomly cross data among in-
dividuals. For each bit in the array of each individual genome it is randomly
determined whether the bit is exchange with the corresponding one of the other
individual or not. The process is depicted in Figure 7.
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Uniform Crossover

Fig. 7. Uniform crossover

3.7 Applying mutation

As previously commented, mutation relies on the random selection of which
individuals, and which bits in their genomes, must be flipped. This random
selection is driven by a mutation rate. In our GA each created son is able to
undergo mutation, before getting evaluated. For example, with a 0.05 mutation
rate, each bit of each son’s genome have 5% of probability to flip. Parents a
preserved from mutation to avoid the lose of any good solution.

Literature mention the possibility to define an adaptive rate [19]. This means
that the algorithm determines whether individuals lead to similar scores, which
reflect their potential concentration around a (maybe local) optimum, or their
scores are very different, which typically means that individuals are scattered. In
the former case, the rate of mutation is increased in order to promote diversity,
i.e. the research of a different optimum, while in the latter case, the rate of
mutation can be reduced since individuals are scattered enough to guarantee the
research of different optimums. This mechanism is implemented in our algorithm,
but it is not operational due to co

3.8 Filtering the resulting population

The chromosomes defining the genome of different individuals may be very sim-
ilar or even identical in situations where the algorithm is converging towards
an optimum. In that case, the population can integrate twins, triplets and so
on that may prevent evolution. This is why this filtering is necessary in order
to ensure the differentiation (diversity) of chromosomes among all population
individuals.

Next section explains how the different aspects of the genetic algorithm pre-
sented in this section are customized to the specific problem of tuning a commer-
cial off-the-shelf logic synthesizer to explore the design space of an Intel MC8051
processor model
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4 Calibration of the Genetic Algorithm using available
Regression Models: MC8051 processor as a case study

Let’s start with the description of the experimental set-up employed during
experimentation. Then the various experiments carried out in order to properly
tune the GA under definition will be reported.

4.1 Experimental set-up

Xilinx, one of the major FPGA manufacturers, provides its own framework,
the ISE Design Suite, to enable the implementation of HDL designs onto its
reconfigurable devices. This framework follows the common semicustom design
flow and provides the required toolchain for design entry, synthesis, mapping,
placement, routing, and simulation. Accordingly, the integrated Xilinx Synthesis
Technology (XST) tool [20] is the synthesizer selected as case study to show
the usefulness and feasibility of the proposed approach. The MC8051 core [21]
developed by Oregano Systems, which is compatible with the industry standard
8051 microcontroller, has been chosen as the design to be implemented on a
Xilinx XC6VCX240T-FF784-2 FPGA. The model will be exercised during the
experimentation by an assembly program, distributed as part of the MC8051
package, that activates most paths within the design logic.

The Xilinx XST tool provides more than 60 different parameters (flags)
to configure (including paths and the style of generated files), but only 33 of
them may have a potential impact onto the design implementation. Table 1
lists all these factors, tagged as Xi, including the flag required to activate this
factor through the command line, and the two different values (levels) that
have been selected for its configuration. Two-level designs are sufficient for
evaluating many production processes [22], and most XST factors are intrin-
sically two-leveled (‘No/Yes’), or can be modeled as being two-level by selecting
minimum/maximum thresholds (‘0%/100%’), or a reasonable subset of values
(‘Speed/Area’). It must be noted that factors X22 and X26, in combination with
some other factors, led to configurations that could not be implemented or to im-
plementations that were not functionally equivalent to the design. Hence, these
factors have been left out of this case study and only 31 of them are considered.

Another important part of the set-up corresponds to the method followed
to estimate the impact of considered configurations on the PPAD properties
exhibited by the model under study. Since the purpose is limited to the tuning
of the genetic algorithm, the obtention of real estimations of properties from the
model is not mandatory. As already underlined in section 3.3, these estimations
will be provided by the multilinear regression model defined in [5] for the MC8051
processor. The main benefit is that it is not required to implement the model for
each considered configuration and simulate it. The model will directly provide
analytical estimations of dependability (mission time), performance (frequency),
power consumption and area for each configuration. Even the best possible values
(the global maximums and mininums) can be analytically provided by the model.
These values will be used to normalize reported estimations that will be then
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Table 1. Parameters of logic synthesizer under study, their designation (factors), and
selected treatment levels

ID Factor (Flag) Selected low/high levels – Description 

X01 Optimization Goal Speed/Area – reduces the levels of logic/reduces the total amount of logic 

X02 Optimization Effort 
Normal – minimization and algebraic factoring algorithms 

High – additional optimizations dependent on device architecture 

X03 Power Reduction No/Yes – consume as little power as possible 

X04 Keep Hierarchy  No/Yes – design unit is not merged with the design 

X05 Global Optimization Goal 
AllClockNets – optimizes the period of the entire design 

Maximum Delay – the maximum delay for paths that start at an input and end at an output 

X06 Cross Clock Analysis  No/Yes – timing optimizations across clock domains 

X07 BRAM Utilization Ratio  0%/100% – percentage of BRAM blocks that can be used 

X08 DSP Utilization Ratio  0%/100% – percentage of DSP 48 blocks that can be used 

X09 Automatic FSM Extraction  No/Yes – enables FSM extraction and FSM Encoding Algorithm flag 

X10 FSM Encoding Algorithm  Auto/Compact – selects the best coding technique for each FSM/optimizes area 

X11 Safe Implementation  No/Yes – adds recovery states for any illegal state 

X12 FSM Style  LUT/BRAM – maps FSM to LUTs/BRAM Blocks 

X13 RAM Extraction  No/Yes – automatically infers RAM macros 

X14 RAM Style  Auto/Distributed – selects best implementation/uses LUTs for each RAM macro 

X15 ROM Extraction  No/Yes ––automatically infers ROM macros 

X16 ROM Style  Auto/Distributed – selects best implementation/uses LUTs for each ROM macro 

X17 Automatic BRAM Packing  No/Yes – packs two single–port BRAMs into a dual–port BRAM 

X18 Shift Register Extraction  No/Yes – automatically infers shift register macros 

X19 Shift Register Minimum Size 2/8 – infers shift registers of at least the selected size 

X20 Resource Sharing  No/Yes – shares arithmetic operators resources 

X21 Use DSP Blocks 
Auto – selects the best option for each multiplier macro 

Automax – maximizes the utilization of DSP blocks, including adders, counters, accumulators 

X22 Asynchronous to Synchronous No/Yes – replaces set/reset signals by synchronous signals 

X23 Max Fanout  100/100000 – limits the fanout of nets to the selected number 

X24 Register Duplication  No/Yes – duplicates registers to help control fanout 

X25 Equivalent Register Removal No/Yes – removes equivalent flip–flops or those with constant inputs 

X26 Register balancing 
No/Yes – moves registers forward and backward through combinatorial logic to evenly 

distribute the path's delay between registers 

X27 Pack I/O Registers into IOBs No/Auto – merges I/O flip–flops into IOBs according to timing specifications 

X28 LUT Combining 
Auto – merges LUT pairs into single dual–output LUT6 trading off area and speed 

Area – merges as much LUTs as possible to provide the smallest implementation 

X29 Reduce Control Sets No/Auto – reduces the number of synchronous control signals 

X30 Use Clock Enable No/Auto – uses dedicated clock enable pins on inferred registers if they provide a benefit 

X31 Use Synchronous Set No/Auto – uses dedicated synchronous set pins on inferred registers if they provide a benefit 

X32 Use Synchronous Reset No/Auto – uses dedicated synchronous reset pins on inferred registers if they provide a benefit 

X33 Optimize Instantiated Primitives No/Yes – optimizes instantiated primitives in HDL 

𝑴𝒊𝒔𝒔𝒊𝒐𝒏𝑻𝒊𝒎𝒆 = (161.29 − 12.91 ∙ 𝑿𝟎𝟏 + 5.47 ∙ 𝑿𝟎𝟐 − 0.42 ∙ 𝑿𝟎𝟒 − 3.49 ∙ 𝑿𝟎𝟖 + 2.2 ∙ 𝑿𝟐𝟑 + 0.22 ∙ 𝑿𝟑𝟎

+8.58 ∙ 𝑿𝟎𝟏𝑿𝟎𝟐 + 0.88 ∙ 𝑿𝟎𝟏𝑿𝟎𝟒 − 1.58 ∙ 𝑿𝟎𝟏𝑿𝟎𝟖 − 1.36 ∙ 𝑿𝟎𝟏𝑿𝟐𝟑  − 7.13 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎

+4.96 ∙ 𝑿𝟎𝟐𝑿𝟎𝟒 + 2.09 ∙ 𝑿𝟎𝟐𝑿𝟐𝟑 − 0.17 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎 + 0.04 ∙ 𝑿𝟎𝟒𝑿𝟎𝟖 + 0.99 ∙ 𝑿𝟎𝟒𝑿𝟐𝟑

−0.57 ∙ 𝑿𝟎𝟒𝑿𝟑𝟎 + 0.04 ∙ 𝑿𝟎𝟖𝑿𝟐𝟑 + 0.18 ∙ 𝑿𝟎𝟖𝑿𝟑𝟎 − 0.04 ∙ 𝑿𝟐𝟑𝑿𝟑𝟎) × 103   [𝑯𝒐𝒖𝒓𝒔]

𝑭𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚 = 59.29 − 15.93 ∙ 𝑿𝟎𝟏 + 2.61 ∙ 𝑿𝟎𝟐 − 3.34 ∙ 𝑿𝟐𝟕 − 0.76 ∙ 𝑿𝟎𝟏𝑿𝟎𝟐 + 1.88 ∙ 𝑿𝟎𝟏𝑿𝟐𝟕

−1.16 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎 + 0.20 ∙ 𝑿𝟎𝟐𝑿𝟐𝟕 + 2.64 ∙ 𝑿𝟎𝟐𝑿𝟑𝟎 + 0.50 ∙ 𝑿𝟐𝟕𝑿𝟑𝟎   [𝑴𝑯𝒛]

𝑷𝒐𝒘𝒆𝒓 = 121.73 − 40.55 ∙ 𝑿𝟎𝟏 − 9.44 ∙ 𝑿𝟎𝟒 − 2.32 ∙ 𝑿𝟏𝟗 − 7.43 ∙ 𝑿𝟐𝟕 + 12.15 ∙ 𝑿𝟎𝟏𝑿𝟎𝟒

+2.91 ∙ 𝑿𝟎𝟏𝑿𝟏𝟗 + 5.23 ∙ 𝑿𝟎𝟏𝑿𝟐𝟕 − 2.55 ∙ 𝑿𝟎𝟒𝑿𝟏𝟗 + 3.30 ∙ 𝑿𝟎𝟒𝑿𝟐𝟕 − 0.55 ∙ 𝑿𝟏𝟗𝑿𝟐𝟕   [𝒎𝑾]
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Max MissionTime: 𝑀𝑇𝑖𝑚𝑒𝑀𝐴𝑋= 176588 [𝐻𝑜𝑢𝑟𝑠]
Max Frequency: 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑀𝐴𝑋= 64.37 [𝑀𝐻𝑧]
Min Power: 𝑃𝑜𝑤𝑒𝑟𝑀𝐼𝑁= 78.97 [𝑚𝑊]
Min Flip-Flops: 𝑈𝑡𝑖𝑙𝐹𝐹𝑀𝐼𝑁= 542
Min LUT: 𝑈𝑡𝑖𝑙𝐿𝑈𝑇𝑀𝐼𝑁= 1990

𝑴𝑻𝒊𝒎𝒆 = (161.29 − 12.91 ∙ 𝑿𝟎𝟏 + 5.47 ∙ 𝑿𝟎𝟐 −0.42 ∙ 𝑿𝟎𝟒 −3.49 ∙ 𝑿𝟎𝟖 +2.2 ∙ 𝑿𝟐𝟑 + 0.22 ∙ 𝑿𝟑𝟎

+8.58 ∙ 𝑿𝟎𝟏𝑿𝟎𝟐 + 0.88 ∙ 𝑿𝟎𝟏𝑿𝟎𝟒 − 1.58 ∙ 𝑿𝟎𝟏𝑿𝟎𝟖 − 1.36 ∙ 𝑿𝟎𝟏𝑿𝟐𝟑 − 7.13 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎

+4.96 ∙ 𝑿𝟎𝟐𝑿𝟎𝟒 + 2.09 ∙ 𝑿𝟎𝟐𝑿𝟐𝟑 − 0.17 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎 + 0.04 ∙ 𝑿𝟎𝟒 𝑿𝟎𝟖 + 0.99 ∙ 𝑿𝟎𝟒 𝑿𝟐𝟑

−0.57 ∙ 𝑿𝟎𝟒𝑿𝟑𝟎 + 0.04 ∙ 𝑿𝟎𝟖 𝑿𝟐𝟑 + 0.18 ∙ 𝑿𝟎𝟖 𝑿𝟑𝟎 − 0.04 ∙ 𝑿𝟐𝟑 𝑿𝟑𝟎) × 103 [𝑯𝒐𝒖𝒓𝒔]

𝑭𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚 = 59.29 − 15.93 ∙ 𝑿𝟎𝟏 + 2.61 ∙ 𝑿𝟎𝟐 −3.34 ∙ 𝑿𝟐𝟕 −0.76 ∙ 𝑿𝟎𝟏𝑿𝟎𝟐 + 1.88 ∙ 𝑿𝟎𝟏𝑿𝟐𝟕

−1.16 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎 + 0.20 ∙ 𝑿𝟎𝟐𝑿𝟐𝟕 + 2.64 ∙ 𝑿𝟎𝟐𝑿𝟑𝟎 + 0.50 ∙ 𝑿𝟐𝟕𝑿𝟑𝟎 𝑴𝑯𝒛

𝑷𝒐𝒘𝒆𝒓 = 121.73 − 40.55 ∙ 𝑿𝟎𝟏 − 9.44 ∙ 𝑿𝟎𝟒 − 2.32 ∙ 𝑿𝟏𝟗 − 7.43 ∙ 𝑿𝟐𝟕 + 12.15 ∙ 𝑿𝟎𝟏 𝑿𝟎𝟒

+2.91 ∙ 𝑿𝟎𝟏 𝑿𝟏𝟗 + 5.23 ∙ 𝑿𝟎𝟏 𝑿𝟐𝟖 − 2.55 ∙ 𝑿𝟎𝟒𝑿𝟏𝟗 + 3.30 ∙ 𝑿𝟎𝟒 𝑿𝟐𝟕 − 0.55 ∙ 𝑿𝟏𝟗 𝑿𝟐𝟕 𝒎𝑾

𝑼𝒕𝒊𝒍𝑭𝑭 = 𝑒𝑥𝑝(6.35 + 0.02 ∙ 𝑿𝟎𝟏 − 0.01 ∙ 𝑿𝟎𝟒 − 0.01 ∙ 𝑿𝟏𝟗 + 0.02 ∙ 𝑿𝟐𝟒 −0.06 ∙ 𝑿𝟐𝟕

−0.03 ∙ 𝑿𝟎𝟏 𝑿𝟏𝟗 − 0.04 ∙ 𝑿𝟎𝟏 𝑿𝟐𝟒 + 0.06 ∙ 𝑿𝟎𝟒 𝑿𝟐𝟕 + 0.03 ∙ 𝑿𝟏𝟗𝑿𝟐𝟒)

𝑼𝒕𝒊𝒍𝑭𝑭 = 𝑒𝑥𝑝(8.11 − 0.2 ∙ 𝑿𝟎𝟏 − 0.04 ∙ 𝑿𝟎𝟐 − 0.04 ∙ 𝑿𝟎𝟒 + 0.02 ∙ 𝑿𝟎𝟓 −0.01 ∙ 𝑿𝟎𝟖 − 0.03 ∙ 𝑿𝟐𝟑 −0.02 ∙ 𝑿𝟐𝟖

−0.10 ∙ 𝑿𝟑𝟎 +0.03 ∙ 𝑿𝟎𝟏 𝑿𝟎𝟐 + 0.04 ∙ 𝑿𝟎𝟏 𝑿𝟎𝟒 − 0.06 ∙ 𝑿𝟎𝟏 𝑿𝟎𝟓 + 0.02 ∙ 𝑿𝟎𝟏𝑿𝟎𝟖 + 0.01 ∙ 𝑿𝟎𝟏𝑿𝟐𝟑

+0.02 ∙ 𝑿𝟎𝟏𝑿𝟐𝟖 − 0.06 ∙ 𝑿𝟎𝟏𝑿𝟑𝟎 − 0.01 ∙ 𝑿𝟎𝟐𝑿𝟐𝟑 − 0.01 ∙ 𝑿𝟎𝟒𝑿𝟎𝟓 − 0.01 ∙ 𝑿𝟎𝟒𝑿𝟑𝟎 − 0.03 ∙ 𝑿𝟎𝟖𝑿𝟐𝟏)

Regression Models

Current population

𝐗

Evaluate PPAD of 𝐗

𝑀𝑇𝑖𝑚𝑒𝑁𝑜𝑟𝑚𝑋 =
𝑀𝑇𝑖𝑚𝑒𝑋

𝑀𝑇𝑖𝑚𝑒𝑀𝐴𝑋

𝐹𝑟𝑒𝑞𝑁𝑜𝑟𝑚𝑋 =
𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑋

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑀𝐴𝑋

𝑃𝑜𝑤𝑒𝑟𝑁𝑜𝑟𝑚𝑋 =
𝑃𝑜𝑤𝑒𝑟𝑀𝐼𝑁

𝑃𝑜𝑤𝑒𝑟𝑋

𝑈𝑡𝑖𝑙𝐹𝐹𝑁𝑜𝑟𝑚𝑋 =
𝑈𝑡𝑖𝑙𝐹𝐹𝑀𝐼𝑁

𝑈𝑡𝑖𝑙𝐹𝐹𝑋

𝑈𝑡𝑖𝑙𝐿𝑈𝑇𝑁𝑜𝑟𝑚𝑋 =
𝑈𝑡𝑖𝑙𝐿𝑈𝑇𝑀𝐼𝑁

𝑈𝑡𝑖𝑙𝐿𝑈𝑇𝑋

Normalize PPAD of 𝑿

Compute Score of 𝑿
Score(X) = 0.3 × MTimeNormX + 0.3 × FreqNormX + 0.2 × PowerNormX + 0.1 × UtilFFNormX + 0.1 × UtilLUTNormX

Rank individuals in population attending to 𝐒𝐜𝐨𝐫𝐞(𝑿𝒊) 
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Fig. 8. Evaluation of individuals based on Regression Models

aggregated following the scoring process introduced in Section 3.3. It is worth
mentioning that the weights that will be used are the ones reflecting the relative
importance that normalized estimations may have for an automotive expert, as
proposed in [5].

The following subsections describe the various experiments carried out in
order to tune the various parameters of the genetic algorithm under study. These
experiments have been carried out on an Intel Core i7-4790, running at 3.60GHz
and providing 4 physical cores (8 threads) and 16 GB of RAM.

4.2 Defining the starting population

Figure 9 compares the efficiency of an initial population including the default
configuration specified by the considered EDA tool with respect to an initial
population randomly generated. As can be seen, in our particular case, although
both populations converge to the maximum possible score of 0.918 (after aggre-
gation of PPAD estimations), their behavior is not so different. Indeed, the full
randomly generated population behaves better than the other one when a small
number of iterations is considered
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Fig. 9. Full randomly generated population vs Population including the default con-
figuration.

This can be explained by the fact that the default configuration is basically
tuned towards achieving the highest possible Frequency over all the other con-
sidered features. This justifies why the initial population is randomly generated
in our case.

4.3 Establishing a population size

The population size is the other hot factor to fix when defining the initial popu-
lation considered by the genetic algorithm. As can be shown in 10.a), the higher
the population size, the lower the number of required iterations to reach the
global maximum score. However, the number of individuals to take into consid-
eration increases as the population size does 10.b). For instance, a total number
of 90 individuals (2 individuals during 45 iterations) must be evaluated while
that number grows up to around 200 individuals in the case of considering a
population size of 20. As a result, one should not only focus on the number of
iterations, or the number of individuals, but must find out a good compromise
among them.

At the same time, one should also take into consideration the fact that the GA
is running on a machine with a limited computation power that can be measured
in terms of available cores, and the degree of multi-threading supported by such
cores. As shown in Figures 11 and 12, since the number of available threads
strongly impacts the number of individuals that can be evaluated in parallel, the
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Fig. 10. Impact of population size on the number of iterations (a) and evaluations (b)

fastest convergence towards the maximum is achieved when the population size
(the set of individuals considered per iteration) equals the number of available
threads. This means that the number of threads will strongly condition the
considered population size. In deed, in our case, the available level of parallelism
of the processor used to run the experiments makes the cost of evaluating 8
individuals equivalent (from a temporal viewpoint) to the one of evaluating 2, 4
or 6 individuals.

Consequently, and taking into consideration all the previous results, the se-
lected population size will be of 8 individuals. First, because a population size
of 8 provides a good compromise between the number of individuals to evaluate
and the number of iterations of the algorithm to carry out. Second, because
the machine used for the experiments supports the simultaneous execution of 8
threads.

4.4 Fixing the mutation rate and crossover ratio

As previously established, the three different crossovers methods that are under
consideration are the Single, Double and Uniform crossover methods. The GA
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Fig. 11. Convergence speed for population sizes evaluated on a 2 thread processor

encodes the use of these methods internally using a 3-number word (b1, b2, b3),
where b1 designates a value for the use of the single crossover, b2 a value for
the use of the double crossover and b3 a value for the use of to the uniform
crossover. Then, the likelihood of selection of each method is the proportion of
each number over the sum of all of them. For example, an encoding of 111, means
that all methods can be potentially applied with the very same probability ( 1

3 )
on a given individual, while an encoding of 231 means that the single crossover
will be applied with a probability of 2

6 , the double crossover with a probability
of 3

6 and the uniform crossover with a probability of 1
6 . Figure 13 uses these

encoding in order to show the combined impact of the selected crossover method
and mutation rate. As can be seen a maximum is reached when the crossover
is 001 and the mutation rate holds a value of 8.5%. It is worth mentioning
that the mutation rate has been limited to bound between 3% (0.03) and 20%
(0.2). As can be seen in 13, mutation rates higher than 20% decrease the score
of individuals, which means that the lead to new individuals diverging from an
optimal solution. This is why those values have not been taken into consideration.

4.5 Final resulting configuration for the genetic algorithm

Summing up the conclusion of all the experiments carried out, the final config-
uration of the proposed genetic algorithm will be the following one:

– Active population size: 8 individuals
– Crossover: only uniform
– Mutation Rate: 0.085
– Filtering identical solutions: Activated
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To estimate the efficiency of this actual parameters, the algorithm is launched,
ending when the solution converges. We obtain the curve Figure 14. As can be
seen, after 16 iterations (i.e. after evaluating 128 individuals) the algorithm con-
verge towards the optimum solution.
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5 Conclusions

This paper shows that genetic algorithms have a great potential to derive optimal
configurations for EDA tools in the context of simultaneously evaluating the
PPAD features of a HW design. It has been presented whole process towards
the tuning of these algorithms. Result obtained are quite promising, since they
show a convergence rate for the GA which is as fast as the one provided by the
use of statistical methods. But, the additional benefit of the genetic algorithm is
that it takes into consideration all the possible interactions among configuration
parameters, which was something neglected by statistical approaches.

Next steps of this research will be focused on replacing the statistical model of
the target system by the real simulation of the HW design under consideration.
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Energy Modeling and Analysis for IoT Sensor
Devices: A DTMC-Based Approach
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Abstract. With the development of Internet of Things (IoT), opportu-
nities for WSN have emerged through new and improved applications.
In this work an analysis of the energy consumption of a WSN with a
DC MAC is performed. To accomplish that, an analytical model with
a two-dimensional Discrete-Time Markov Chain (2D-DTMC) is devel-
oped, and the energy consumption and energy efficiency are obtained.
The analytical model exhibits excellent accuracy when compared with
simulation results.

Keywords: Energy analysis, discrete-time Markov chain (DTMC) model, IoT,
WSN.

1 Introduction

A feature of Internet of Things (IoT) is the application of sensors and actuator
devices, which are used to monitor multiple environments [1]. In building au-
tomation, energy management, industrial or health applications, sensors collect
data and transmit it to a central collector or sink. The data is further processed,
analysed and used for a specific purpose. In each one of these applications, sen-
sor devices can be considered as part of a Wireless Sensor Network (WSN) [2].
The technological evolution of sensors facilitate the integration of WSN with
IoT. There are several platforms for WSN that allow smart system applications
for IoT [3–7]. The study of the energy consumption in WSN is of great impor-
tance due to the energy supply limitations of the sensor nodes, which commonly
are battery-supplied. We can find several energy performance studies for WSN
applied to IoT. For instance, a comprehensive study of energy for WSN-based
IoT applications is presented in [8, 9]. Also in [10], a study of energy consump-
tion for IoT is developed based on WSN. However, all these studies are based
on simulations, or focusing in the routing protocol and without considering the
Medium Access Control (MAC) protocol properly. In [11], an energy analysis
is carried out through experiments, considering an specific application scenario,
but no analytical model is contemplated in the evaluation. We can find ana-
lytical models for the energy analysis of the WSN nodes, but these have been
developed from a routing perspective [12] or if the MAC is considered, the mod-
els are not based on a Discrete Time Markov Chain (DTMC) [13, 14]. In [15],
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a stochastic analysis of energy consumption is performed, even a Markov chain
is constructed, but using a generic MAC protocol and without specifying the
different energy consumptions in their lifetime analysis. Examples of modeling
and performance analysis applied to WSN, where the energy consumption is
analised, can be found [16–19]. In those papers, the authors have modeled the
MAC protocol using DTMC, but the entire transmission process is not taken
into account for the calculation of energy consumption [17, 19]. In addition,
these models are less systematic and less precise, as they do not consider the
stationary probability distribution from the beginning, in their calculations of
energy consumption [16–19]. In a previous work [19], we have evaluated the per-
formance of a WSN that uses a duty-cycled (DC) MAC protocol, but it is a
general study without focusing on energy consumption. In the present work, we
include a detailed performance analysis focused on the energy consumption. The
main contribution of this work is the analytical modeling and performance eval-
uation of the energy consumption for a DC MAC WSN. The model is based on
a two-dimensional Discrete-Time Markov Chain (2D-DTMC). The calculation
of energy consumption is exhaustive but more systematic and precise than those
found in the literature. The different contributions to the energy consumed by
a node in its transmission process are also well differentiated.

The remainder of the article is organized as follows. In section 2 the transmis-
sion model is presented, and the general scenario is described. The mathematical
modeling of the system is presented in section 3. The analysis to obtain the en-
ergy performance is developed in section 4. The results and their discussion are
set out in section 5. Finally, the conclusions are presented in section 6.

2 Transmission model

2.1 Duty-cycled MAC protocol

Our study is based on S-MAC, that is the first MAC protocol for WSN to
implement the synchronous DC technique [20]. In S-MAC the time is divided into
cycles of equal duration T , and each cycle consists of active and sleep periods.
The active period is subdivided into two parts: the sync period of fixed-duration
Tsync, where SYNC packets are exchanged, and the data period, where the
DATA packets are exchanged. During a sync period, nodes choose a sleep-awake
schedule and exchange it with its neighbours through SYNC packets. These
packets include the address of the node that sends the packet and the start time
of its next active period. With this information, the nodes coordinate to wake up
together at the beginning of each sync period. SYNC packets are transmitted
using a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
mechanism for contention-based access to the channel. CSMA/CA is based on
the generation of a random backoff time and a carrier sensing procedure. If the
channel is unoccupied when the backoff timer expires, then the node transmits
the SYNC packet. Nodes also use CSMA/CA to transmit DATA packets during
the data period. They generate new backoff times at each data period initiation
and perform carrier sense. If the channel is idle when the backoff timer expires,
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then nodes can transmit one DATA packet using the RTS/CTS/DATA/ACK
handshake. When a winning node receives a CTS in response to its previous
RTS, it transmits one DATA packet, and waits for the ACK. In S-MAC, a node
goes to sleep until the beginning of the next sync period when: i) it loses the
contention (hears a busy medium before its backoff expires); ii) it encounters an
RTS collision; iii) after a successful transmission (only one packet per cycle is
sent) [20].

2.2 Scenario and assumptions

We consider a WSN network with N nodes that send the packets to a sink node,
where all nodes are reached in one hop. The scenario consists of a single cell clus-
ter, but multiple clusters together can form a larger network. For convenience,
one node is selected as reference node, RN. It is assumed that the sink node
behaves like a packet absorption node, it only receives packets (never transmits
DATA packets). A node has a buffer that can store at most Q packets, and it
serves them according a FIFO discipline. The transmission of a packet by the
RN happens when it wins the contention for medium access.

We also assume that: i) nodes are configured with infinite retransmissions, ii)
all nodes contain the same initial energy; iii) the channel is error-free; iv) packets
arrive to the buffer of a node following a renewal process, and the number of
packets that arrive per cycle is characterized by independent and identically
distributed random variables. We assume that the number of packets that arrive
to a buffer follow a discrete Poisson distribution of mean λT , where λ is the
packet arrival rate and T is the cycle duration. However, other distributions can
be deployed.

In Fig. 1, a diagram of the transmission process is shown, where the sync,
data and sleep periods are depicted.

3 System model

3.1 Access to the medium

The RN is an arbitrarily chosen node. A node is considered active when it
has at least one packet in the queue. Active nodes generate a random back-off
time selected from [0,W − 1]. When the RN is active, it transmits a packet
successfully if the other contending nodes select back-off times larger than the

sleep

RN
data

t

RTS/CTS/DATA/ACK

sync

SYNC
...
W W

...

active

Fig. 1. Transmission process.
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one chosen by the RN. The packet transmitted by the RN will fail (collide) when
the RN and one or more of the other contending nodes choose the same backoff
time, and this backoff time is the smallest among all contending nodes. If the
backoff time generated by the RN is not the smallest among those generated by
the other contending nodes, two outcomes are possible: either another node is
able to transmit successfully, or other nodes collide when transmitting. Nodes
that loose the contention (because they hear a busy medium before their backoff
time expires) or encounter an RTS collision, go to sleep until the sync period of
the next cycle.

N is the number of nodes. Consider a cycle where the RN is active and denote
by k, 0 ≤ k ≤ N−1, the number of nodes that are also active in the same cycle in

addition to the RN. Let Ps,k =
∑W−1

i=0
1
W

(
W−1−i

W

)k
, Psf,k =

∑W−1
i=0

1
W

(
W−i
W

)k
,

and Pf,k = Psf,k − Ps,k = 1
W , be the probabilities that the RN transmits

a packet successfully, transmits a packet (successfully or with collision), and
it transmits with failure (collision), respectively, when it contends with other k
nodes. Ps,k is the probability that the RN chooses a backoff value from [0,W − 1]
and the other k nodes choose a larger value. Psf,k and Pf,k can be described in
similar terms. Conditioned on a successful or unsuccessful packet transmission
by the RN when contending with other k nodes, the average backoff times are

BTs,k = 1
Ps,k

∑W−1
i=0 i· 1W

(
W−1−i

W

)k
, orBTf,k =

∑W−1
i=0 i·

[(
W−i
W

)k −
(
W−1−i

W

)k]
.

3.2 The 2D-DTMC

Here we model the evolution of the number of packets in the queue of the RN,
and the number of active nodes in the cluster over the time, by a 2D-DTMC.
The system state is represented by (i,m), where i ≤ Q is the number of packets
in queue of RN, and m, is the number of active nodes other than the RN, in the
network, m < N . Then, P(i,m),(j,n) is the transition probability from state (i,m)
to state (j, n).

The 2D-DTMC describes the evolution with time of the state of the nodes.
Some useful expressions and the state transition probabilities of the 2D-DTMC,
are given in detail in [21, Table 1].

3.3 Solution of the 2D-DTMC

The solution of the 2D-DTMC can be obtained by solving the set of linear
equations,

πP = π, πe = 1 , (1)

where π = [π(i, n)] is the stationary distribution, P is the transition probability
matrix, whose elements are defined in [21], and e is a column vector of ones.

The average probability, Ps, that the RN transmits a packet successfully,
conditioned on the RN being active, is given by,

Ps =
1

G

Q∑

i=1

K∑

k=0

π(i, k) · Ps,k , (2)
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and G =
∑Q

i=1

∑K
k=0 π(i, k). By solving the set of equations (1), π(Ps) can be

determined for a given Ps. Then, a new Ps can be obtained from (2) for a given
π. Denote by π the solution of this fixed-point equation, i.e., the stationary
distribution at the fixed-point.

4 Energy consumption

The entire transmission process occurs during a cycle that consists of an active
period and a sleep period. The active period is subdivided into the sync and
data periods. In this section we derive expressions to determine the average
energy consumed by the RN per cycle, considering the different periods and
contributions.

4.1 Average energy consumption in the sync period

During the sync period, nodes consume energy due to the transmission of SYNC
packets, and also due to the reception of those packets The following expression
allows us to determine the energy consumed by the RN, in the sync period, Esc,

Tsync = (W − 1) + tSYNC +Dp , (3)

Esc =
1

Nsc
· [(tSYNC · Ptx + (Tsync − tSYNC) · Prx)] +

Nsc − 1

Nsc
· (Tsync · Prx) ,

(4)

where Tsync is the duration of the sync period, W is the size of the contention
window, tsync is the duration of the transmission of a SYNC packet, andDp is the
one-way propagation delay. Also, Prx and Ptx are the reception and transmission
power levels, respectively. The Nsc parameter indicates the periodicity in cycles
of the transmission of the SYNC packets. We assume that the RN transmits
one SYNC packet every Nsc cycles, and might receive one packet per cycle in
the remaining cycles (Nsc − 1).

4.2 Average energy consumption in the data period

In this section we calculate the energy consumed by the RN in the data pe-
riod. It should be noted that only the energy consumed by the radio frequency
transceiver is studied. The energy consumed by the sensor nodes due to events
related to specific sensing or monitoring tasks depends on the application and is
not included here.

Let Etx
s and Etx

f be the energy consumption terms when the RN transmits
successfully, and it transmits with failure (collision), respectively. Then, the av-
erage energy consumed by the RN during the data period of a cycle, is given
by,

Ed = Ed
tx,s + Ed

tx,f (5)
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Ed
tx,s is obtained by,

Ed
tx,s =

Q∑

i=1

K∑

k=0

π(i, k)Ps,k(E
d
1 +BTs,kPrx)

Ed
1 = (tRTS + tDATA)Ptx + [tCTS + tACK + 4Dp]Prx,

(6)

where, tRTS, tDATA, tCTS and tACK, are the corresponding packet transmission
times. Ed

tx,f is given by,

Ed
tx,f =

Q∑

i=1

K∑

k=0

π(i, k)Pf,k(E
d
2 +BTf,kPrx)

Ed
2 = tRTSPtx + 2DpPrx,

(7)

4.3 Average energy consumption during wake cycles

In order to listen to SYNC packets from neighbour nodes, the RN remains
awake in certain cycles after a successful o failed transmission. We refer to these
cycles as awake cycles.

Let Eaw
tx,s, E

aw
tx,f and Eaw

oh be the energy consumption terms when the RN
transmits successfully, it transmits with failure (collision), and it overhears trans-
missions, respectively, during the awake cycles. Then, the average energy con-
sumed by the RN during an awake cycle, is given by,

Eaw = Eaw
tx,s + Eaw

tx,f + Eaw
oh , (8)

Eaw
tx,s is given by,

Eaw
tx,s =

Q∑

i=1

K∑

k=0

π (i, k)Ps,k [Eaw
1 +BTs,kPrx] ,

Eaw
1 = [T − Tsync − (tRTS + tCTS + tDATA + tACK + 4Dp)]Prx ,

(9)

where T is the cycle duration. Eaw
tx,f is obtained by,

Eaw
tx,f =

Q∑

i=1

K∑

k=1

π (i, k)Pf,k [Eaw
2 −BTf,kPrx] ,

Eaw
2 = [T − Tsync − (tRTS + 2Dp)]Prx ,

(10)
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Eoh
aw is given by,

Eoh
aw =

Q∑

i=1

K∑

k=1

π (i, k) kPs,k [Eaw
1 + Eaw

3 ]

+
K∑

k=1

π (0, k) kPs,k-1 [Eaw
1 + Eaw

3 ]

+

Q∑

i=1

K∑

k=2

π (i, k) P̂f,k (T − Tsync)Prx

+
K∑

k=2

π (0, k) P̂ ′f,k (T − Tsync)Prx + π (0, 0) (T − Tsync)Prx ,

(11)

Eaw
3 = [tRTS +Dp]Prx + [tCTS + tDATA + tACK + 3Dp]Psl ,

P̂f,k =

W∑

i=1

[
k∑

n=2

(
k

n

)(
1

W

)n(
W − i
W

)k−n+1
]
,

P̂ ′f,k =
W∑

i=1

[
k∑

n=2

(
k

n

)(
1

W

)n(
W − i
W

)k−n]
,

(12)

where, P̂f,k and P̂ ′f,k, define the probabilities that one of k nodes different from
the RN, wins the access to the channel but it transmits with collision, when the
RN is active or inactive, respectively. Psl is the sleep power level.

Depending on the RN being active or inactive during overhearing, different
events may occur: i) one of the other k nodes transmits successfully (with prob-
ability kPs,k or kPs,k-1); and ii) two or more of the other k nodes collide (with

probability P̂f,k or P̂ ′f,k). We assume that when RN is idle (i = 0), it listens to
RTS, as it contains the duration of the transmission, it goes to sleep during the
transmission, and it wakes up at the end of the transmission, and remains awake
for the rest of the cycle.

4.4 Average energy consumption during normal cycles

Normally, after a successful or failed transmission, nodes go to sleep to save
energy. We refer to these cycles as normal cycles. The following expressions are
used to determine the power consumption of the RN during normal cycles.

Let Enr
tx,s, E

nr
tx,f and Enr

oh be the energy consumption terms when the RN trans-
mits successfully, it transmits with failure (collision), and it overhears transmis-
sions, respectively, during a normal cycle. Then, the average energy consumed
by the RN during a normal cycle, is given by,

Enr = Enr
tx,s + Enr

tx,f + Enr
oh , (13)
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Enr
tx,s is determined by,

Enr
tx,s =

Q∑

i=1

K∑

k=0

π (i, k)Ps,k [Enr
1 −BTs,kPsl] ,

Enr
1 = [T − Tsync − (tRTS + tCTS + tDATA + tACK + 4Dp)]Psl ,

(14)

Enr
tx,f is given by,

Enr
tx,f =

Q∑

i=1

K∑

k=1

π (i, k)Pf,k [Enr
2 −BTf,kPsl] ,

Enr
2 = [T − Tsync − (tRTS + 2Dp)]Psl ,

(15)

Enr
oh is obtained by,

Enr
oh =

Q∑

i=1

K∑

k=1

π (i, k) kPs,k [(BTs,k +Dp)Prx + (Enr
3 −BTs,kPsl)]

+

Q∑

i=1

K∑

k=2

π (i, k) P̂f,k [(BTf,k +Dp)Prx + (Enr
3 −BTf,kPsl)]

+
K∑

k=0

π (0, k) (T − Tsync)Psl ,

Enr
3 = [T − Tsync −Dp]Psl ,

(16)

RN sleeps when it is inactive, i = 0. Note that in Enr we only consider the
energy consumed in addition to Ed

tx,s and Ed
tx,f, in normal cycles.

4.5 Total average energy consumption

To compute the total average energy, we consider that during the sleep period,
there is a fraction of cycles where the node goes to sleep normally. On the other
hand, there is also a fraction of cycles, where the nodes does not go to sleep, but
stay awake in order to be able of listening a possible SYNC packet transmitted
by other nodes in the network.

The total average energy is given by,

E = Esc + Ed + Esl. (17)

where Esl is the average energy consumed in the sleep period, and is determined
by,

Esl = Enr
(Naw − 1)

Naw
+ Eaw

1

Naw
(18)

where Naw is the periodicity in cycles where there is an awake in the sleep period.
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4.6 Energy efficiency

Dimensionless energy efficiency Let EE be the energy efficiency of the
RN, defined as the ratio between the average energy consumption when the RN
transmits successfully and the total average energy consumed by the RN during
a cycle. The energy consumption, when the RN node transmits successfully,
considers all the transmission process during the data and sleep periods. On the
other hand, the total average energy considers also the failing transmission due
to collisions, and overhearing. Note that the energy consumed due to signalling
is omitted in the calculation.

EE =
(
Ed

tx,s + Enr
tx,s

)
/ (Ed + Enr) . (19)

Energy efficiency (Kbytes / mJ) Let ξ be the energy efficiency of the RN,
defined as the ratio between the average number of bytes successfully transmitted
per cycle and the total average energy consumed in that cycle.

ξ = η · S/E. (20)

where S is the size of DATA packets, and η is the node throughput, defined as
the average number of packets successfully delivered by a node in a cycle, and
is determined by,

η =

Q∑

i=1

K∑

k=0

π(i, k) · Ps,k. (21)

5 Numerical results

5.1 Scenarios and parameter configuration

The analytical results are obtained from the developed 2D-DTMC model. The
simulation results are obtained by means of a custom-based discrete event sim-
ulator developed in C language, where the transmission scheme is implemented.
The developed simulator mimics the physical behaviour of the system. That is,
at each cycle a node receives packets according to a given discrete distribution,
it contends for access to the channel with other nodes if it has packets in the
buffer, and if it wins, then it transmits a packet. The simulation results are
completely independent of those obtained by the analytical model. That is, the
calculation of the performance metrics in the simulations does not depend on
the developed mathematical expressions. The WSN is configured considering the
following parameters: number of sensor nodes N = 15, DATA packet size S = 50
bytes, queue capacity of a node Q = 10 packets, packet arrival rate is λ = 1.5
packets/s, Nsc = 20, Naw = 80, the transmission, reception and sleep power
levels are: Ptx = 52 mW, Prx = 59 mW and Psl = 3 µW [22], respectively. The
time parameters are summarized in Table 1. The contention window (W) is set
to 128.
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Table 1. Temporary parameters (milliseconds)

Duration of cycle (T) 60 Propagation delay (Dp) 0.0001

tRTS , tCTS and tACK 0.18 tSY NC 0.18

tDATA 1.716 Time slot (backoff) 0.1

In the following subsections the results of the performance parameters ob-
tained from the analytical model and by simulation are shown. The simulation
results are represented only with markers, while analytical results are represented
by lines.

5.2 Average energy consumption

In Fig. 2, the total average energy consumption as a function of the arrival
rate λ is shown. The energy consumed increases approximately linearly with
the load, until close to λ = 1.5, then it remains constant for larger loads. The
increase in λ causes a relatively rapid saturation that allows stabilization in
energy consumption. A relatively large amount of energy consumed is due to
overhearing, especially when the curve stabilizes. Recall that E is the sum of all
the energy contributions considered, both in the active period and in the sleep
period.
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Fig. 2. Total average energy consumption. N = 15.

In Fig. 3, the different contributions to the total average energy consumption
are shown. These include the energy consumed during the sync period, the data
period, and due to awake cycles during the sleep period. The behaviour of the
energy consumptions due to sync period and due to awake cycles are constant,
and correspond to the energy consumed to perform signalling tasks.
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From Fig. 3, note that the data energy consumption includes the energy
consumed due to successful and failed (collision) DATA packet transmissions,
the energy consumed due to overhearing because other node different from RN
has won the contention (successfully or with collision), and the consumption in
normal cycles during the sleep period, when nodes goes to sleep, once its activity
during that cycle has finished. We can further disaggregate the consumed energy,
and separate the data energy consumption into data-tx and normal (see Fig. 4).
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Fig. 3. Different contributions to the energy consumed by the RN as the data arrival
rate varies, when N = 15.
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Fig. 4. Different contributions to the energy consumed by the RN as the data arrival
rate varies, when N = 15. Disaggregation of data in data-tx and normal

136



In Fig. 4, data-tx represents the energy consumed during the DATA packet
transmission, including the contention procedure and the collisions, while normal
represents the energy consumed during the sleep period, and the overhearing.
The figure shows that for low loads, the energy consumed due to the data-tx,
reach the highest values. On the other hand, the energy consumed due to the
awake and normal cycles are significantly higher in comparison with the energy
consumed in data-tx. We must remember that the energy consumed in the awake
and normal cycles, also includes the energy due to collisions and overhearing.

In Fig. 5, the total average energy consumption is shown as a function of the
number of nodes in the network. In this case, the energy consumed increases with
N until N = 11, then the curve decays, as more nodes are added to the network.
The first part, when the curve raises, the contention for the medium access is
low, therefore a significant fraction of the consumed energy is due the DATA
packet transmissions. On the other hand, a smaller fraction of the consumed
energy is due to collisions and overhearing. Note that the last ones mentioned
consumptions are consequence of the operation of the medium access mechanism.
In the second part, when the curve decays, the contention continues increasing
as more nodes are added to the network. The decrease in energy consumption is
explained as the channel is getting more occupied with N , and becoming busy in
all cycles. Therefore, nodes have very low opportunities to transmit its packets,
consuming energy in listening to collisions and going to sleep. The curve of the
figure can be better understood, if the energy consumed is disaggregated.
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Fig. 5. Total average energy consumed by the RN as the number of nodes varies, when
λ = 1.5.

In Fig. 6, the different contributions to the total average energy consumption
are shown in function of the number of nodes. This figure can be explained in
the same terms that we have used to explain the different energy contributions
in Fig. 3.
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Fig. 6. Different contributions to the energy consumed by the RN as the number of
nodes varies, when λ = 1.5.

In Fig. 7, a further disaggregation of the data energy is shown. The data
energy is separated in its components: data-tx and normal energies. From the
figure, we can confirm that the first part, when the curve raises, the consumed
energy is mostly due to data-tx (transmission of DATA packets). However, in the
second part, when the curve decays, normal is the dominant energy component.
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Fig. 7. Different contributions to the energy consumed by the RN as the number of
nodes varies, when λ = 1.5. Disaggregation of data in data-tx and normal

From Fig. 5 and Fig. 7, note that the total average energy consumption
achieved, when N = 5 and N = 15 are very close. Although the total average
energy is similar, the proportion of its energy consumption components is not.
For N = 15, the dominant energy consumed component is due to the overhearing
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and collisions (normal). However, in the less congested case (N = 5), the fraction
of energy consumed in DATA transmission (data-tx ) is relatively higher.

5.3 Energy Efficiency

In Fig. 8, the dimensionless energy efficiency (EE ) as a function of λ is shown,
considering the variation of the contention window size W = {16, 64, 128, 256}.
In general, the EE reach relative high values for low traffic. This means that, for
this low traffic interval, most part of the energy consumed by the nodes is used
for transmitting packets successfully. However, then the EE decreases with λ,
obtaining relatively low values. When the load increases, the congestion of the
network also increases, therefore the probability that a node transmits a DATA
packet successfully decreases significantly with λ.

Likewise, when W decreases, the probability that a node transmits success-
fully decreases. Therefore, EE increases with W. Remember that, this results
represent the fraction of the average consumed energy during a successful trans-
mission over the total average energy consumed (including overhearing and col-
lisions) in a transmission (see equation 19).
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Fig. 8. Dimensionless energy efficiency as the data arrival rate varies, when N = 15.

In Fig. 9, the energy efficiency en terms of (Kbytes/mJ) as a function of λ
is shown, considering different sizes of W . The figure shows that in general, for
low load, more bytes per Joule can be sent by a node. Moreover, the efficiency
achieved is higher as W decreases. Remember that in the calculation of ξ, the
total energy consumption is considered, including the sync and awake energies,
that are used for signalling purposes. Besides, the W is merely considered in the
denominator of the expression (equation 20).
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6 Conclusions

In this paper, we developed a 2D-DTMC-based model to analyse the energy
consumption performance of sensor devices that could be used for a WSN-based
IoT application. Furthermore, we derive exhaustive expressions to determine
the variety of energy consumptions of the sensor nodes. The model considers a
synchronous duty-cycled MAC protocol, and its solution, in terms of station-
ary probability distribution, is used by the expressions to evaluate the energy
performance, in a more precisely and systematic way. Results of average energy
consumption and energy efficiency are obtained, validated through discrete-event
based simulations, and the obtained results are accurate. As a future work, we
are planning to extend the model, in order to support heterogeneous scenarios,
with different classes of nodes conforming the network. Also, the incorporation
of an aggregated transmission scheme, is another possibility that we are contem-
plating.
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Abstract
Uneven energy depletion causes energy holes and leads to degraded network performance then the en-

tire network fails. If sensors around a sink all run out of energy, the sink will be isolated from the network.
Therfore the main contribution of this work is to provide a theoretical explanation of the uneven energy
depletion phenomenon noticed in sink-based wireless sensor networks with a states transitions equations.
And sort out the problem of maximizing network lifetime through balancing energy consumption for
uniformly deployed data gathering sensor wirless networks, is the focus of the present study on advancing
sophisticated of deterministic protocol for carrying out a procedure toward more flexible but equally able
to be trusted distributed approaches. In addition, this paper aims to introduce the first implementation
of a new protocol networks to become challenge faced to overcome the scalability issues inherent dense
low power networks.

Index Terms: Energy holes, balancing energy, maximizing network lifetime.

1 Introduction

To seek the ways to avoid the creation an energy hole around the sink, we investigate the theoretical problems
aspects of the uneven energy depletion phenomenon of balancing energy consumption and maximizing network
lifetime for data gathering sensor networks. Similar to the models in [1–3], Olariu and Stojmenovic (2006) were
unable to actually design a data gathering scheme that will reasonably balance energy based on theoretical
findings. Therefore this remains an open problem [3]. The solutions presented in this study are complimentary
to existing work on designing random uniform node deployment schemes [1, 2, 4]. According to [3], there
are several other manner to offset the uneven energy depletion problem. The most obvious strategy is to
mandate the sinks to move around in such a way that some load balancing is obtained across the deployment
area [1]. This solution works especially well in autonomous sensor networks [5]. Even another solution
involves establishing temporary sinks that act as ad-hoc aggregation points. However, power consumption
is an important issue for this type of aggregations because the terminals of ad-hoc networks are lightweight
and low capacity. The optimization in the designs to reduce the power consumption as much as possible
and thus extend the lifetime of the batteries of WSNs should be take it account. Finally, as discussed in [3],
a certain amount of load balancing is obtained by overlapping the disks around the sinks, although it may
produce an array of ambiguous areas. Thus, our contributions also is focusing in to put forward a glimpse
of the architecture system as full advantages of corona-based network division, data aggregation and hybrid-
routing, the network is divided into coronas centered at the sink, and all nodes in the same corona use the
same probability for direct transmission and the same probability for hop-by-hop transmission. Thereby this
investigation can be lay out as follows:

• The Design purpose optimally sink organizes the sensors around it into a dynamic infrastructure. This
task is referred to training as [2,6] and involves partitioning the disk D of radius R into disjoint concentric
coronas. This scheme can evenly distribute energy consumption among nodes in each corona.

• To Design a new data gathering protocol, which can achieve balanced energy consumption among
nodes both within one corona and among different coronas. Which it involves data gathering in terms
of network lifetime.
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• To Design an algorithm [3,7] to calculate the optimal data distributions for all coronas in fact to balance
energy consumption among nodes in different coronas, to maximize the network lifetime.

The remainder of this paper is organized as follows: Section 2 reviews related work, Section 3 addresses
the aspect of basic notions concept, and Section 4 presents the system models and the statement of the
problem. In section 5 we show that maximizing network lifetime is guaranteed by carefully tailoring the
coronas. The contribution ends with a final discussion of the results obtained followed by a conclusion in
section 6.

2 Related Work

Energy efficiency has been considered as the most important design challenge in sensor networks [8–10].
Since sensor nodes often are deployed in harsh environments, it is often difficult or impossible to recharge
or replace batteries [11, 12]. The problem of the energy gap is a key factor that affects the useful life of the
network [2]. There has been a good number of research works to find an effective solution to the prevention
of energy depletion near the sink of a wireless sensor network. In recent years, part of the research in WSNs
has been aimed at studying the potential of collaboration between the different nodes in the data collection
processes and their aggregate processing data aggregation, with the main objective of minimizing the impact
that the redundant transmissions have in the joint performance of the network and in the exhaustion of the
battery of the nodes, reason for which the routing designed for a WSNs is centered precisely in this sense,
constructing hierarchical algorithms that optimize on the one hand the distance of the resulting route and
energy consumption and, on the other hand, its duration and ability. A well known hierarchical architecture
addressing algorithm is LEACH [4] that uses randomization to rotate the (CHs) and achieve a significant
improvement compared to a direct approximation. Nevertheless this approach allows only the grouping
of (CHs) of a single hop and does not consider the problems of hot spots. Some researchers presented
a mathematical model to characterize the problem of the energy gap in wireless sensor networks. Based
on a traffic perspective, this analytical model examines the validity of several possible schemes that aim
to mitigate or solve the problem of the energy gap [1]. It is observed that in the networks of uniformly
distributed sensors, data deployment and compression of data have a positive effect [13]. Otherwise have
considered the use of competition radio to produce unequal grouping, but this mechanism does not consider
the density of the deployed sensors that could cause a lot of load in the (CHs) and too much overload in
the communication networks. Further more, other researchers proposed an unequal grouping mode for the
organization of the network that showed an unrealistic architecture because they considered that scalability
is not a concern [11,12].

3 Basic Notions Concept

Early in the evolution of the WSNs concept, system designers recognized that visualizing the two expressions
lifetime network and splitting determine the essential features of the WSNs concept. It provides a glimpse
of its basic key elements concept-lifetime network and splitting [14] and describes certain mathematical
properties any regular approximates shape geometry system to delineate areas. Reason why it will be used
a specific wedge to show how can be effected in a working system. The sensor network model consider an
arbitrary wedge subtended by an angle of Θ. W is partitioned into K sectors as A1, A2, . . . , AK , by its
intersection with K concentric circles, centered at the sink, and of monotonically increasing radii R1 < r.
As illutrated in the Fig. 1. Can cover a plane with no gaps or overlaps [3, 14]. To catch the point of the
motivation for choosing the infrastructure discussed above, let us focus our attention on the ”worst-case”
points [14] in others techniques the vertices were in fact the worst-case points, the energy is concentrated in
the corners and vertices and it costs to get to the center [3, 14]. Assuming that energy at sink is unlimited
CHs can then be placed at strategic locations. Thereby, the features of the aggregation model proposed [5] in
this study of the training sensor network is modeled here by a 2-dimensional plane with no loss of generality,
we assume that the trainer is centrally located relative to all deployed nodes. The first goal of training is to
establish a coordinate system, to provide the nodes location awareness in that system, and to organize the
nodes into clusters to establishes a polar coordinate system.
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Figure 1: A wedge W partitioned into k sectors

4 Network Model and Assumptions

A fundamental assumption here is, we adopt the following general power consumption model, [15] and we
will contribute to avoid the problem using a states transitions equations to know which probabilities are the
best.

Et(d) = adα + b and Er = b, (1)

where a > 0 is a constant standing for the transmitter amplifier, b > 0 is a constant representing energy
for running electronic circuit, and the path loss α is 2 6 α 6 6. The sensors must work unattended as it
is either impractical or infeasible to devote attention to individual sensors. They are anonymous they do not
have fabrication time identities. In particular, point to point routing cannot be based on IDs of neighboring
sensors. Each sensor has a non-renewable energy budget when the on board energy supply is exhausted,the
sensor becomes in-operational. Each sensor has a maximum transmission range, denoted by tx, assumed to
be much smaller than R, the furthest possible distance from a sensor to its closest sink [2, 6].

5 Network Lifetime Maximization

To prevent undesired behavior by way of creation an energy hole around the sink, an algorithm will discuss
the implementation, and break down this problem into smaller parts by first studying a typical clusters such
as we can implement the areas of clustering sectors into following a states transitions equations:

Si =
Θ

2
∗ (r2

i − r2
i−1)

Ai = Si +Ai−1 ; 1 6 i 6 3.

(2)

The methodology to solve this equations is an iterative process for a case α > 2 and it consist in hybrid-
routing, in which each node (CHs) alternates between hop-by-hop transmission mode and direct transmission
mode to report data. In direct transmission mode, each node sends its data directly to the sink without any
relay [15]and this mode helps to alleviate the relay burden for the nodes close to the sink. In hop by hop
transmission mode, each node forwards the data to its next hop neighbors, and this mode helps to relieve the
burden of long-distance transmission for the nodes far away from the sink. Therefore, it is possible to obtain
fairly even energy consumption among all nodes by properly allocating the amount of data transmitted in
the two modes, as illutrated in Fig. 2. If we require energy expenditure balanced across all the coronas,
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Figure 2: Hybrid routing

Table 1: Table Probabilities Routing

De\ a 0 1 2 3 4 5

0 0 0 0 0 0 0

1 1 0 0 0 0 0

2 0.875 0.125 0 0 0 0

3 0 0.6250 0.3750 0 0 0

4 0 0 0.3750 0.6250 0 0

5 0 0 0 0.1250 0.8750 0

E1 = E2 = . . . = Ek. (3)

We propose to determine every ri,
2 6 i 6 k, (4)

As a function of r1 and R. The width of each corona is,

∆i = ri − ri−1. (5)

The widths of the coronas must satisfy the following inequality [3]:

r1 = ∆1 < ∆2 < . . .∆i < . . .∆k 6 tx. (6)

And the experimental results themselves will keep as illustrated in Table 1 probabilities routing.
Indeed, as theorem 6.1 [2, 3] in order to minimize the total amount of energy spent on routing along a

path originating at a sensor in corona Ai and ending at the sink, all the coronas must have the same width
d and the optimal amount of energy is i times the energy needed to send the desired information between
adjacent coronas.

5.1 Energy Expenditure Results and Analysis

The main goal of this section is to prove the above assumptions such we should set optimal deterministic
value r1 and determine r2, r3 ,. . . , rk accordingly [3]. The generic computation applying the equation follow:

Ei =
T

πρ
[1− r2

i − 1

r2
k

]
(ri − ri−1)α + c

r2
i − r2

i−1

; i = 1, 2, 3, . . . (7)

Hence, we can illustrate, E1, E2,. . . , Ek by a numerical example:
The system parameters are, R = 225m, c = 4500, α = 4 , density ρ = 35, Let T denote the number of

sector-to-sink paths. Thus,T equals the total number of tasks that the wedge can handle during the lifetime
of the network. And the lifetime of network is defined as the operational time of the network during which
it is able to perform the dedicated task(s).

E1, E2,. . . , Ek. Can satisfy equation mentioned above on the last section(6). Then, the optimal value of
d as theorem 6.1 [3] is suggested by deterministic value of r1. Therfore, we have: d = r1.

146



0 100 200 300 400 500 600 700 800 900 1000

Time (s)

-7

-6

-5

-4

-3

-2

-1

0

E
n
e
rg

y
 (

J
/b

it
)

10
9

 E1

 E2

 E3

 E4

 E5

Figure 3: Expenditure energy

5.2 Network Lifetime Maximimization Framework

The objective of the NLM framework is to compute the optimal number of coronas in terms of maximizing
the network lifetime. As [3, 7]determining r2, r3,. . . , rk as a function of r1, involved of course, rk = R
and must satisfy equation(6). Then, this also indirectly, determines the number of coronas k. Therfore,
k1 = 1 < k2 < . . . ki 6 tx

2∗∆i−1
. The iterative process is straightforward and not presented here due to space

limitations.

6 Conclusions

The method presented is investigated with regard to strategic locations of CHs, when investigating coherent
effects for energy-efficient communication. We divided the monitored area into wedges comparable to the
approach presented in [3]. And we made the assumptions quotes before motivated by the uniformity of
the deployment and each CH is equally likely to be the source of a path to the sink. This fact must be
considered [14,16] when designing the corresponding new protocol whose purpose is to avoid the energy hole
around the sink. Therefore, the results prove that, the novel technique presented above is effective method
to settle problems aspects of the uneven energy depletion phenomenon of balancing energy consumption and
maximizing network lifetime.
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Abstract. Automatic seizure detection and prediction can play a signif-
icant role in improving quality of life of patients diagnosed with epilepsy
for whom no therapy has been found to be successful in ceasing seizures.
Inspection of the existence of electroencephalographic patterns during
seizure discharges has been long performed. Additionally, the observation
of extracerebral alterations simultaneous to the changes in brain electri-
cal activity before, during and after seizure discharges has unleashed a
new era in seizure prediction characterized by the combination of infor-
mation obtained from different modalities. Specifically, besides scalp and
intracranial EEG data, electrocardiography, accelerometry, electromyo-
graphy and electrodermal activity have also been given considerable at-
tention in the context of seizure prediction.
To date, however, no particular data fusion methodology has yielded the
best results leading scientists to believe that the development of patient-
specific approaches may be the right path to follow.
This review presents an overview of the existent multisensor data fusion
methods designed for seizure detection and prediction. Special emphasis
is assigned to the combination of EEG- and ECG-derived information,
as cardiovascular changes have been considered important biomarkers in
epilepsy.

1 Introduction

Besides the explicit electroencephalogram activity, epileptic seizures have im-
plicit manifestations on other body functions. In fact, the occurrence of epileptic
seizures is often associated with dysfunction of the autonomic nervous system,
reflected in the output of both the parasympathetic and sympathetic systems re-
sponses to the cardiorespiratory function. Cardiac parameters such as heart rate
(HR), heart rate variability (HRV) and blood pressure were reported to change
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across the pre-, post- and ictal periods, along with sweat production oscillations.
The occurrence of such extracerebral alterations, concurrent with the electroen-
cephalographic profile changes, has prompted the recording of other biosignals
including electrocardiogram, electrodermal activity (sweat levels) and plethys-
mography (blood pressure), nowadays considered important tools of epileptol-
ogy. Furthermore, by monitoring these autonomic related parameters it may be
possible to identify seizures which are not associated with motor symptoms as
is the case of temporal lobe seizures and which may not be detected by using
accelerometry and electromyography recordings. The combination of informa-
tion from sensors able to capture the brain electrical activity, the autonomic
regulation and the seizure-related motor signs has been reported to decrease the
number of false positives and significantly improve prediction.

The present document reports an overview of the state of the art regarding
the data fusion approaches used so far in seizure prediction field, with particu-
lar emphasis placed on the electroencephalogram (EEG) and electrocardiogram
(ECG) multisensor schemas.

2 The Autonomic Nervous System

The autonomic nervous system (ANS) is responsible for the regulation of HR,
respiration, micturition, digestion and reproduction. The parasympathetic and
sympathetic reflex centres can be identified as subdivisions of the ANS acting in
concert to maintain homoeostasis. Alterations in the normal autonomic function
will be reflected in one or in both of the parasympathetic and sympathetic
systems responses.

The ANS responses are influenced by brain structures including amygdala
and hypothalamus and also anterior cingulate, insular, posterior orbito-frontal
and prefrontal cortices. As the epileptic discharges can take place or propagate to
these structures it is very likely that the such abnormal event can lead to distur-
bances in the normal autonomic function [3, 4, 9]. Autonomic typical symptoms
include mainly cardiorespiratory and gastrointestinal abnormal parameters, pal-
pitations, polyuria and sweating [2, 19]. Specifically, when the sympathetic ner-
vous activity is triggered during seizures, it typically results in increased HR and
blood pressure and possible occurrence of tachycardia and tachypnea [3, 9]. On
the other hand, when the parasympathetic system response predominates, al-
though in a significantly lower number of seizures, the normal cardiorespiratory
function is altered with regards to the decreasing of heart and respiration rates
and also blood pressure [3, 9].

However, a wide plethora of studies has provided high variability of results re-
garding the individual contribution of both autonomic subsystems during epilep-
tic seizures and the consequent changes in cardioespiratory parameters. Such
variability can be mainly explained by the difficult task of isolating cardiac ef-
fects of seizures from effects of drug administration, stress condition or even
from the effect of physical effort. Furthermore, the type of seizure, location and
size of the brain region affected by an epileptic discharge can also help explain-
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ing differences across studies [28]. For example, although no consensus has been
achieved yet, it has been hypothesized that changes in autonomic function may
be more evident when the patient’s seizure location is in the right hemisphere
in contrast with the left one [1, 4, 23]. Additionally, lateralization of the ANS
responses has been reported to change from patient to patient [2].

Nevertheless, the most common and evident cardiac parameter’s alterations
that have been reported include ictal tachycardia and, less frequently, ictal
bradycardia [4]. It must be noticed that, postictal arrhythmias including asys-
tole and atrioventricular block, albeit rarely occur, typically follow a convulsive
seizure and are often associated with cases of near SUDEP [11].

According to these observations, HR was reported to increase during seizures
in 40-100% of patients, in 35-100% of their seizures. Such high range can be ex-
plained by the heterogeneity of epileptic populations regarding the different con-
ditions influencing seizures such as the patient’s vigilance state, type of seizure,
type of epilepsy, seizure-onset location lobe, lateralization, patients’ age and
gender, and time to diagnosis [1, 4, 18]. As an example, it is known that there
is an higher increase in HR in seizures happening during sleep in comparison
to the ones occurring in awake state. This difference is the consequence of the
predominance of the parasympathetic system activity during sleep state.

Furthermore, the most significant findings regarding epileptic patients refer
to decreased HRV reflected in the lower values of HF4 component, SDNN5 and
RMSSD6 when comparing to healthy subjects. Decreased HF component is typ-
ically associated with impaired parasympathetic activity in epileptic patients. A
reduced HRV is often present in chronic drug resistant epilepsy patients, there-
fore possibly indicating parasympathetic inhibition.

A recent study presented by Piper et al. considered the interconnection be-
tween two coupled networks: the temporal lobe epilepsy (TLE) associated net-
work and the central autonomic network. Using EEG and ECG data provided
by 18 children with TLE, the research group was able to identify an increase in
the coherence patterns between HRV’s low frequency (HRV-LF, present in the
range of 0.04-0.15 Hz) and the IMF-envelope (corresponding to delta-activity)
of each EEG channel, before and after the seizure. The rise in both features indi-
cate the occurrence of correlative coupling/synchronization, and was also found
to be dependent on the lateralization of the seizure. It should be noted that the
authors also considered an important aspect when analysing epileptic seizures:
each seizure occurring in a given patient must be treated as unique, having
specific characteristics that must be taken into account when interpreting the
corresponding results [19].

ECG’s morphology has also been reported to change as consequence of epilep-
tic seizure discharges, even though in a reduced number of papers comparing to

4 Frequency-domain HRV feature: high frequency spectral component (or respiratory
sinus arrhythmia) that corresponds to the power in the range from 0.15 to 0.4 Hertz.

5 Time-domain HRV feature: standard deviation of beat-to-beat (or NN) intervals.
6 Time-domain HRV feature: square root of the mean of the squares of the successive

NNs.
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the other aforementioned cardiac parameters [3, 22]. Repolarization abnormal-
ities were specifically detected during ictal tachycardia as was documented by
Stollberger et. al who observed ST-segment changes in the end of ictal period in
9 out of 22 drug resistant focal epilepsy patients [23,26].

Additionally, it was observed that the corrected QT interval diminished dur-
ing the early postictal period of FOIA7 and FBTC8 seizures in 17 patients di-
agnosed with drug resistant TLE. The corrected QT interval refers to the use of
methodologies to reduce the dependence of the QT interval on the HR [27]. In a
dataset comprising focal and generalized seizures recorded in 81 drug resistant
epileptic patients, a T wave inversion and ST elevation or depression happened
in eight patients [33].

At last, it was also possible to understand that disturbances in the ANS man-
ifested predominantly in studies involving TLE patients which is in agreement
with the localization of most of the structures responsible for cardiovascular
autonomic regulation being in the temporal lobe [12].

3 Multisensor data fusion in seizure prediction

The number of multimodal methodologies for seizure prediction/detection is
gradually increasing as the scientific community is becoming aware of the pres-
ence of extracerebral manifestations of these events. On the one hand, there is
evidence for the concurrent epileptogenic network and ANS outputs, the lat-
ter reflected in physiological parameters measurable by ECG and electrodermal
activity (EDA). On the other hand, seizures associated with motor clinical symp-
toms can also be monitored using movement sensing devices, such accelerometry
and electromyogram (EMG).

3.1 EEG and ECG fusion schemes

Based on the increasing findings regarding the changes in cardiac parameters
occurring during seizures, it was possible to believe that seizure detection may
benefit from the combination of time-synchronous EEG and ECG’s information
in a multisensor data fusion schema. Data fusion approaches can be implemented
at different levels of the data processing chain [7,10]. Namely, fusion of informa-
tion from EEG and ECG in the context of epilepsy has been performed at:

(i) Feature level (or feature-in-decision-out scheme) by feeding a common clas-
sifier with features derived from different biosignals (see Figure 1) [16,31]

(ii) Classifier level (or decision-in-decision-on scheme) by using each biosignal
feature set as an input to distinct classifiers and finally by obtaining a final
decision based on the output of the individual classifiers (see Figure 2) [17,
21].

7 Focal onset impaired awareness.
8 Focal to bilateral tonic-clonic.
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Fig. 1: Feature-level data fusion schema implemented by Mporas et al. [16].

Table 4 presents the state of the art of the existent methodologies regarding
fusion in seizure detection. It is possible to observe that in the vast majority of
the studies data fusion was performed at the feature level. In two studies [8,13],
feature level fusion was compared with decision level, with the former returning
a better performance for Greene and colleagues [8]. Results from the two types
of data fusion were similar for Mesbah et al. with a slight improve in specificity
by using the decision level fusion method [13].

In all the papers where the performance of fusion methodologies was com-
pared to the results obtained by using individual detectors for each modality,
the former was reported to outperform the latter. Naturally, using a set of fea-
tures derived from both EEG and ECG will most likely improve classification
by complementing the information provided by each sensor. The use individual
detectors, even though, it has been proven to detect several types of seizures still
lacks specificity [24].

Frequency features were extracted from EEG in all papers whereas in five
out of eight papers authors extracted a set of features from the EEG record-
ings capturing time- and frequency-domain information and also the nonlinear

Fig. 2: Decision-in-decision-out data fusion schema implemented by Qaraqe et al. [21].

153



behaviour [13, 15, 16, 30, 31]. Regarding the ECG, in three articles only HRV
features were computed [8, 13, 21] whereas only features derived from HR were
extracted in another three papers [15, 16, 25]. Valderrama et al. on the other
hand decided to analyse information derived from both HRV and HR as well
as nonlinear features in their multisensor fusion methods [30, 31]. Features cap-
turing the changes in ECG’s morphology were not reported to be used in any
paper, possibly due to the hardest task of segmentation of the QRS complex,
especially when the ECG is contaminated with noise.

The best set of both EEG and ECG features is not evident from the anal-
ysis of the information in Table 4. In fact, besides being difficult to compare
the results from different studies as different performance metrics and epilep-
tic groups of study are considered, other confounders related to the developed
methodology can impair a comparison of the final performance of the fusion
method for the different types of features (e.g., different EEG feature set and
different fusion methodology). Nevertheless, it is clear that a feature selection
process can be useful in enlightening about the most informative features for
each type of biosignal and consequently reduce the computational cost of the
final seizure prediction framework. Only one study reported the application of
a filter-based method for feature selection in each biosignal dataset which has
lead to an increase in the performance of the prediction [13].

It is important to note however that a given feature set might be found for
a specific group of patients or even for a distinct type of seizures [5, 29]. That
was evidenced in Greene et al. study reporting the designing of a methodology
for the detection of neonatal seizures, in which a patient-specific approach was
compared with a patient-independent, with the best performance obtained for
the former [8]. In fact, it is in accordance to the literature findings reporting that
seizures occurring in the same patient may be associated with distinct preictal
dynamics and also that different onset mechanisms can be triggered for short
and long seizures [5].

SVM classifier was used in six studies to perform seizure prediction/detection
[15, 16, 21, 30, 31]. Mporas et al. reported improved performance of SVM over
backpropagation multilayer perceptron neural network, k-nearest neighbour al-
gorithm and C4.5 decision tree. As one of the most popular supervised learning
method it has been widely used in seizure prediction both in binary problems
(seizure versus non-seizure) and in multi-class classification (interictal, preictal,
ictal and postictal) as in Valderrama et al. paper [30].

In the reviewed studies, methodologies were designed to detect focal onset
seizures [13, 30, 31], generalized seizures [15, 16] and focal and generalized onset
seizures [8, 21, 25]. It is in line with the literature overview presented by Ulate-
Campos at al. which proposes the existence of a correlation between sensor and
seizure type. In fact, the individual performance of EEG- and ECG-based seizure
detectors has been found to be the highest for focal onset atonic seizures [29].

Half of the studies considered in this review entail the analysis of long-term
EEG and ECG recordings, with four papers reporting results obtained for the
analysis of more than 12 hours of continuous data [8,25,30,31]. Furthermore, no
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information about the recordings number and size was provided in Mporas et al.
studies this way rendering the comparison of methodologies even harder [15,16].
The analysis of long-term continuous biosignals has been associated with more
reliability of seizure forecasting which stands in line with the idea of the existence
of a seizure propensity interval characterized by an increase of seizure discharge
likelihood, according to Freestone et al, driven by ”the current brain state, the
phase of the body’s internal rhythms (sleepwake cycle, time of the day, day
of week, and month of year), and possibly environmental conditions” [5]. This
change in the paradigm entails the envision of seizure prediction in light of the
changes in the prediction scenario over time, including the circadian rhythms,
medication intake and patient vigilance state.

3.2 Other multisensor data fusion

Similarly to the results for EEG- and ECG-based fusion detectors, combining
information from both EDA and accelerometry can improve seizure detection
specificity, as confounding factors, such as epilepsy non-related movements in
case of accelerometry and stress states able to increase sweat, are most probabil-
ity undetected by the fusion scheme [32]. On the other hand, using these motion
sensors has also been shown to improve detection of motor seizures [29].

Additionally, accelerometry and EDA can be easily and practically recorded
using a single wearable device such as, for example, a wrist-worn sensor (see

Fig. 3: Example of 24 hour EDA and accelerometry recordings during seizures. Source:
Poh et al. 2010 [14].
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Figure 3). The multisensor data fusion schemes are similar to the ones reported
in 3.1 consisting in feature and decision level data fusion. For example, Poh et al.
used SVM classifiers to obtain posterior probability estimates for each feature
vector. Then a decision threshold was applied to these estimates in order to assign
each epoch to one of the two classes, seizure or nonseizure. The authors developed
seizure detection methodology using EDA and accelerometry data acquired in
80 patients (a total of 16 generalized tonic-clonic seizures occurring in seven
patients). The algorithm was able to correctly detect 15 of those seizures (94%
of sensitivity) and presented a FPR of 0.74 seizures per 24 hours. The authors
also compared the performance of this EDA- and accelerometry-based detector
with the one returned by a detector being fed with features derived solely from
accelerometry having found a decrease in FPR (of 1.5 seizures per 24 hours) for
the accelerometry alone [20].

Another interesting research paper has proposed a combination of three
biosignals, EEG, ECG and EMG for the detection of 494 focal and focal to
bilateral tonic-clonic seizures recorded in 92 epileptic patients (55 diagnosed
with TLE and 37 diagnosed with extratemporal lobe epilepsy). Independent de-
tectors were assigned to each modality and the final decision was obtained using
OR logical operator. The study reported an overall SE of 86% and an average
of 16.5 false detections per 24 h (FD/24 hour). TLE patients (284 seizures) re-
sulted in 94% SE and 12.8 FD/24 hour. XTLE patients (210 seizures) showed a
SE of 74% and 22.2 FD/24 hour. Individual detectors were outperformed by the
fusion of the decisions (particularly noticeable for the ECG and EMG cases).
EEG- and EMG-based detector presented similar performance when comparing
to three modality detector [6].

4 Conclusion

Multimodal seizure prediction approaches have been shown to overcome single
modality based ones, either by increasing sensitivity as by decreasing false detec-
tion rate. Hitherto, however, no specific sensor combination or even at the indi-
vidual level has been proven to be optimal for a given type of epilepsy or seizure
type, whatsoever. These findings suggests that, currently, the best approach to
follow consists in designing seizure detection and prediction algorithms that are
tailored to the epileptic patient’s characteristics, including type of seizure and
other variables related to the physiological state of the patient.

By keeping pace with the technological advances, new devices are being de-
veloped in order to simultaneously acquire different biosignals in a noninvasive
way and by causing minimal discomfort. This way, models built on multimodal
data fusion can be integrated in closed-loop systems and provide broad active
feedback to the patient, caregiver and clinic.
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Table 1: EEG and ECG data fusion papers in seizure prediction.

Paper Demographics Methodology EEG Features ECG Features Results

Qaraqe et al.
2016 [21]

10 patients (98-280
recordings, each with
5-22 seizures). Focal,

focal to bilateral
tonic-clonic and
generalized onset

seizures. Analysed
period: one hour.

RBF-SVM. Fusion:
independent

detectors: (i) direct
fusion with final
decision given by
AND operator and
(ii) override fusion

based on an override
feature which

registers EEG-based
seizure decisions.

EEG-based detector
decision obtained by
applying AND and
OR operators and
majority voting to

sub-band
EEG-based
detectors.

Delta, theta, alpha and beta
frequency bands’ energy.

Skewness of
time-frequency

distribution of HRV.

Direct fusion: 100% SE, 17-second
detection latency and FPR of

0.9/h when using the AND EEG
sub-band fusion technique.
Override fusion: 100% SE,

4.2-second detection latency and
FPR of 3.1/h when using the AND

EEG sub-band fusion technique.

Mporas et al.
2014 [15]

3 patients with
generalized onset

seizures

Seizure or nonseizure
classification using
SVM (polynomial
kernel function),
backpropagation

multilayer
perceptron neural
network, k-nearest

neighbour algorithm
and C4.5 decision
tree. 10-fold cross

validation.
Application of
post-processing

smoothing window
filter to the

recognized labels of
each epoch. Fusion:

feature vector fed
into a single

detector.

Minimum and maximum
values, mean, variance,

standard deviation,
percentiles, interquartile

range, mean absolute
deviation, range, skewness,
kurtosis, energy, Shannon’s
entropy, logarithmic energy
entropy, number of positive

and negative peaks,
zero-crossing rate; 6-th

order AR coefficients, power
spectral density, frequency

with maximum and
minimum amplitude,

spectral entropy, delta-
theta-alpha-beta-gamma

band energy; discrete WT
coefficients (with

Daubechies 16 and 8
decomposition levels).

HR absolute value
and variability

statistics of the HR:
minimum value,
maximum value,
mean, variance,

standard deviation,
percentiles (25%,
50%-median and

75%), interquartile
range and mean

absolute deviation
range.

Best performance obtained for the
SVM classifier (mean accuracy for

all patients of 92.47%).
Performance improved slightly to

93.16%, by applying the
post-processing smoothing window

(3 epochs).

TLE: temporal lobe epilepsy; EMD: empirical mode decomposition; WT: wavelet transform; RBF: radial basis function; SVM: support vector
machines; HR: heart rate; HRV: heart rate variability; AR: auto regressive; SP: specificity; SE: sensitivity; FPR: false prediction rate.

Continued on next page
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Paper Demographics Methodology EEG Features ECG Features Results

Mporas et al.
2015 [16]

3 patients with
generalized onset

seizures

Seizure or
non-seizure

classification using
SVM. 10-fold

cross-validation.
Fusion: feature
vector fed into a
single detector.

Minimum and maximum
values, mean, variance,

standard deviation,
percentiles (25%, 50median

and 75%), interquartile
range, mean absolute

deviation, range, skewness,
kurtosis, energy, Shannons
entropy, logarithmic energy
entropy, number of positive

and negative peaks,
zero-crossing rate; 6-th

order AR coefficients, power
spectral density, frequency

with maximum and
minimum amplitude,

spectral entropy, delta-
theta-alpha-beta-gamma

band energy; discrete WT
coefficients (with

Daubechies 16 and 8
decomposition levels).

HR absolute value
and variability

statistics of the HR,
i.e. minimum value,

maximum value,
mean, variance,

standard deviation,
percentiles (25%,
50%-median and

75%), interquartile
range and mean

absolute deviation,
range

Mean accuracy for all patients of
92.47%, mean precision for all

patients of 85.27% and mean SE
for all patients of 99.96% .

Valderrama
et al.

2010 [31]

4 patients (mean
duration of 14 days, 29

seizures and
1333-hour-long

interictal). Besides scalp
EEG, intracranial EEG
was also recorded in one

patient. Patients
diagnosed with drug

resistant focal epilepsy.

SVM (RBF kernel).
3-fold

cross-validation.
Preictal duration
set to 10 min and
postictal duration

set to 5 min.
Fusion: feature
vector fed into a
single detector.

Mean, variance, skewness,
kurtosis, long term energy.

Mean-squared error of
estimation AR models

(model order 10), relative
power of spectral delta,
theta, alpha, beta and
gamma bands, spectral

edge frequency,
decorrelation time, Hjorth
mobility and complexity;
energy of WT coefficients
(with Daubechies 4 and 6

decomposition levels)

Mean, variance,
maximum and

minimum of RR
intervals, mean,

variance, maximum
and minimum HR,

approximate
entropy; VLF, HF

and LF.

Higher performance was obtained
when using information from all
EEG channels and all features

(comparing to the use of all
features for individual channels).

This was not seen for ECG
channels with the analysis of

individual ECG channels returning
similar performance. In average,

highest performance (no
information regarding the metric)
was obtained for preictal states

(90.59 ± 6.74%) followed by
postictal (89.06 ± 11.60%),

interictal (85.64 ± 7.78%) and
ictal (65.62 ± 16.84%) states,

using all features and all channels
from both EEG and ECG.

TLE: temporal lobe epilepsy; EMD: empirical mode decomposition; WT: wavelet transform; RBF: radial basis function; SVM: support vector
machines; HR: heart rate; HRV: heart rate variability; AR: auto regressive; SP: specificity; SE: sensitivity; FPR: false prediction rate.

Continued on next page
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Paper Demographics Methodology EEG Features ECG Features Results

Valderrama
et al.

2012 [30]

12 patients (duration
range of 4-20 days,

mean duration of 12
days, 108 seizures and
3178-hours of data); 12

patients have scalp EEG
recordings and 6 have

intracranial EEG;
Patients diagnosed with

drug resistant focal
epilepsy.

SVM (with
multi-class linear
classification in

order to distinguish
interictal, preictal,
ictal and postictal

classes). 3-fold
cross-validation.
In-sample and
out-of-sample
classifications.

Different preictal
periods were tested

(5, 10, 20, 30, 45 and
60 min). Fusion:
feature vector fed

into a single
detector. Validation
of preictal period’s

classification using a
null model based on

seizure time
surrogates.

Mean, variance, skewness,
kurtosis, long term energy;

mean-squared error of
estimation AR models

(model order 10), relative
power of spectral delta,
theta, alpha, beta and
gamma bands, spectral

edge frequency and power,
decorrelation time, Hjorth
mobility and complexity;
energy of WT coefficients
(with Daubechies 4 and 6

decomposition levels).

Mean, variance,
maximum and

minimum of RR
intervals, mean,

variance, maximum
and minimum HR,

approximate
entropy; VLF and

LF.

Mean duration of preictal period
was 37.5±14.5 min, ranging from
20 to 60 min. In 83% of cases the

best performance was achieved
when using all features.

Classification performance using
individual ECG channels was

similar to the classification using
individual EEG channels, with the

highest accuracy having been
achieved using single ECG

channels in 58% of the patients.
In-sample classification resulted in

the best performance being
substantially higher than out-of
sample classification. In 75% of

cases the accuracies obtained were
statistically significant when

comparing to a random surrogates.
In the search for the most
discriminative features for

out-of-sample classification, it was
possible to conclude that good
performances were obtained for

specific stages of sleep, which are
in turn more or less susceptible to

seizures.

TLE: temporal lobe epilepsy; EMD: empirical mode decomposition; WT: wavelet transform; RBF: radial basis function; SVM: support vector
machines; HR: heart rate; HRV: heart rate variability; AR: auto regressive; SP: specificity; SE: sensitivity; FPR: false prediction rate.
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Mesbah et al.
2012 [13]

8 newborns (8
EEG/ECG records, 13

seizures with total
duration of 33 min and
mean duration of 2.54

min, mean record
duration of 21.22 min,

2.8 hours of data). Focal
onset seizures.

Linear, quadratic,
and k-NN (with k =

1, 3, and 5)
classifiers using a

leave-one-out cross
validation. Feature

selection using a fast
correlation based
filter. Fusion: (i)
feature vector fed

into a single detector
and (ii) independent

detectors for each
modality and final
decision given by

different operators
(mean, maximum,
minimum, product

and majority
voting).

Mean, standard deviation,
skewness, kurtosis,

coefficient of variation,
RMS, zero-crossings, Hjorth

parameters and total
nonlinear score; peak
frequency maximum

frequency, bandwidth and
spectral power of the

dominant spectral peak;
total time-frequency (TF)

energy, the largest and
smallest singular values of

the TF distributions (TFD)
and number of TF

components with prefixed
minimum duration;
variance of detail

components of scales 2, 3,
4, 6, 7 and approximation
component of scale 9 and

mean of detail coefficient of
scales 5, 6 and 9 obtained
using WT (Daubechies 4

and 9 decomposition levels).

HRV: mean,
standard deviation

and Hjorth
parameters; mean,
standard deviation,

median, RMS,
minimum,
maximum,

coefficient of
variation, skewness,

and kurtosis
extracted from the

instantaneous
frequency,

instantaneous
bandwidth and
instantaneous

amplitude of the LF,
mid-frequency (MF)
and HF components;
energy in LF, MF,

and HF components,
total energy in all
HRV components,

LF/HF; generalized
Shannon entropy of

the normalized TFD.

Best overall performance obtained
at (i) the feature level fusion

scheme for the 1-NN classifier (SE
of 95.20% and SP of 88.60%) and
(ii) the decision level scheme for

mean, maximum, minimum,
product and sum decision rules

(SE of 95.20% and SE of 94.30%).
Multimodal seizure detector

outperformed individual EEG and
ECG classifiers. Best performances

were obtained using the
reduced-dimension feature sets
(both for the case of individual

classifiers as for the fusion
classifier schemes).

TLE: temporal lobe epilepsy; EMD: empirical mode decomposition; WT: wavelet transform; RBF: radial basis function; SVM: support vector
machines; HR: heart rate; HRV: heart rate variability; AR: auto regressive; SP: specificity; SE: sensitivity; FPR: false prediction rate.
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Greene et al.
2007 [8]

10 newborns (12
EEG/ECG records, 633
seizures, mean seizure
duration of 4.6 min,

mean record duration of
12.84 hours, 154.1 hours

of data). Focal and
generalized onset

seizures.

Linear discriminant
analysis.

Patient-independet
and

patient-dependent
classifiers. Fusion:

(i) feature vector fed
into a single detector
and (ii) independent

detectors for each
modality and final

weighted (static and
dynamic) decision.

Nonlinear energy, line
length, dominant spectral

peak, power ratio,
bandwidth of dominant

spectral peak and spectral
entropy.

Mean and standard
deviation of RR

intervals, mean RR
interval spectral
entropy, mean
change in RR

interval, RR interval
coefficient of

variation and RR
interval power

spectral density.

Multimodal seizure detector
outperformed individual EEG and

ECG classifiers. Feature level
fusion scheme returned better

overall performance than decision
level scheme. Dynamic weighting,
by dealing with the presence of

artifact, electrode drop-off and/or
interference, returned best results
comparing to the static weighting.
The patient-specific approach was

found to provide the best
performance (good detection rate
of 97.52%, FDR of 13.18%, SE of
74.08%, SP of 86.82%) comparing

to the patient-independent.

Shoeb et al.
2009 [25]

Two patients. Patient
A: focal onset impaired
awareness seizures, 81
hours of data. Patient
B: focal to bilateral

tonic-clonic seizure, 26
hours of data.

Patient-specific
approach. Fusion:

independent
detectors, SVM used

for EEG and
threshold-based

linear classifier used
for ECG.

7 overlapping frequency
bands, 3 Hz wide and

collectively spanning 020
Hz.

Average HR
computed over the 3

minute period.

Patient A: 5/5 seizures were
detected and a FPR of one false
alarm every 2.5 hours. Patient B:
1/1 seizure was detected and no

false alarm raised.

TLE: temporal lobe epilepsy; EMD: empirical mode decomposition; WT: wavelet transform; SVM: support vector machines; HR: heart rate;
HRV: heart rate variability; AR: auto regressive; SP: specificity; SE: sensitivity; FPR: false prediction rate.
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R., Stefan, H., Kluge, T., Baumgartner, C.: Automatic multimodal detec-
tion for long-term seizure documentation in epilepsy. Clinical Neurophysiology
128(8), 1466–1472 (aug 2017), http://linkinghub.elsevier.com/retrieve/pii/
S1388245717301980

7. Gravina, R., Alinia, P., Ghasemzadeh, H., Fortino, G.: Multi-sensor fusion
in body sensor networks: State-of-the-art and research challenges. Informa-
tion Fusion 35, 68–80 (may 2017), http://www.sciencedirect.com/science/

article/pii/S156625351630077Xhttp://linkinghub.elsevier.com/retrieve/

pii/S156625351630077X
8. Greene, B.R., Boylan, G.B., Reilly, R.B., de Chazal, P., Connolly, S.:

Combination of EEG and ECG for improved automatic neonatal seizure
detection. Clinical Neurophysiology 118(6), 1348–1359 (jun 2007), http:

//www.sciencedirect.com/science/article/pii/S1388245707000521http:

//linkinghub.elsevier.com/retrieve/pii/S1388245707000521
9. Jansen, K., Lagae, L.: Cardiac changes in epilepsy. Seizure 19(8), 455–60 (oct 2010),

http://www.ncbi.nlm.nih.gov/pubmed/20688543
10. Khaleghi, B., Khamis, A., Karray, F.O., Razavi, S.N.: Multisensor data fusion: A

review of the state-of-the-art. Information Fusion 14(1), 28–44 (jan 2013), http:
//www.sciencedirect.com/science/article/pii/S1566253511000558http:

//linkinghub.elsevier.com/retrieve/pii/S1566253511000558
11. van der Lende, M., Surges, R., Sander, J.W., Thijs, R.D.: Cardiac arrhyth-

mias during or after epileptic seizures. Journal of Neurology, Neurosurgery &
Psychiatry 87(1), 69—-74 (jun 2015), http://jnnp.bmj.com/content/87/1/69.

abstracthttp://jnnp.bmj.com/lookup/doi/10.1136/jnnp-2015-310559
12. McCraty, R.: Science of the Heart: Exploring the Role of the Heart in Human

Performance Volume 2. HeartMath Institute, Boulder Creek, CA (2016), http:

//rgdoi.net/10.13140/RG.2.1.3873.5128

162



13. Mesbah, M., Balakrishnan, M., Colditz, P.B., Boashash, B.: Automatic seizure
detection based on the combination of newborn multi-channel EEG and HRV
information. EURASIP Journal on Advances in Signal Processing 2012(1),
215 (dec 2012), https://asp-eurasipjournals.springeropen.com/articles/

10.1186/1687-6180-2012-215

14. Ming-Zher Poh, Loddenkemper, T., Swenson, N.C., Goyal, S., Madsen, J.R.,
Picard, R.W.: Continuous monitoring of electrodermal activity during epileptic
seizures using a wearable sensor. In: 2010 Annual International Conference of the
IEEE Engineering in Medicine and Biology. vol. 2010, pp. 4415–4418. IEEE (aug
2010), http://ieeexplore.ieee.org/document/5625988/http://www.ncbi.nlm.
nih.gov/pubmed/21095760

15. Mporas, I., Tsirka, V., Zacharaki, E.I., Koutroumanidis, M., Megalooikonomou, V.:
Online Seizure Detection from EEG and ECG Signals for Monitoring of Epilep-
tic Patients. In: Lecture Notes in Computer Science (including subseries Lec-
ture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol.
8445 LNCS, pp. 442–447. Springer, Cham (2014), http://link.springer.com/

10.1007/978-3-319-07064-3{_}37

16. Mporas, I., Tsirka, V., Zacharaki, E.I., Koutroumanidis, M., Richardson, M., Mega-
looikonomou, V.: Seizure detection using EEG and ECG signals for computer-
based monitoring, analysis and management of epileptic patients. Expert Systems
with Applications 42(6), 3227–3233 (apr 2015), http://linkinghub.elsevier.

com/retrieve/pii/S0957417414007763

17. Nasehi, S., Pourghassem, H.: Seizure Detection Algorithms Based on Analysis of
EEG and ECG Signals: a Survey. Neurophysiology 44(2), 174–186 (jun 2012),
http://link.springer.com/10.1007/s11062-012-9285-x

18. Osorio, I., Manly, B.: Probability of detection of clinical seizures using heart rate
changes. Seizure 30, 120–123 (2015)

19. Piper, D., Schiecke, K., Pester, B., Benninger, F., Feucht, M., Witte, H.: Time-
variant coherence between heart rate variability and EEG activity in epileptic pa-
tients: an advanced coupling analysis between physiological networks. New Journal
of Physics 16(11), 115012 (nov 2014), http://stacks.iop.org/1367-2630/16/i=
11/a=115012?key=crossref.e244fbb4a14679ffbf46ca2a23e26a5f

20. Poh, M.Z., Loddenkemper, T., Reinsberger, C., Swenson, N.C., Goyal, S., Sabtala,
M.C., Madsen, J.R., Picard, R.W.: Convulsive seizure detection using a wrist-worn
electrodermal activity and accelerometry biosensor. Epilepsia 53(5), e93–e97 (may
2012), http://doi.wiley.com/10.1111/j.1528-1167.2012.03444.x

21. Qaraqe, M., Ismail, M., Serpedin, E., Zulfi, H.: Epileptic seizure onset de-
tection based on EEG and ECG data fusion. Epilepsy & Behavior 58,
48–60 (may 2016), http://www.sciencedirect.com/science/article/

pii/S152550501600113Xhttp://linkinghub.elsevier.com/retrieve/pii/

S152550501600113X

22. Rugg-Gunn, F.J., Holdright, D.: Epilepsy and the Heart. British Journal of Car-
diology pp. 223–229 (2010), http://www.medscape.com/viewarticle/730022

23. Sevcencu, C., Struijk, J.J.: Autonomic alterations and cardiac changes in
epilepsy. Epilepsia 51(5), 725–737 (may 2010), http://doi.wiley.com/10.1111/
j.1528-1167.2009.02479.x

24. Shmuely, S., van der Lende, M., Lamberts, R., Sander, J., Thijs, R.: The heart of
epilepsy: Current views and future concepts. Seizure 44, 176–183 (jan 2017), http:
//www.sciencedirect.com/science/article/pii/S1059131116301698http:

//linkinghub.elsevier.com/retrieve/pii/S1059131116301698

163



25. SHOEB, A., PANG, T., GUTTAG, J., SCHACHTER, S.: NON-
INVASIVE COMPUTERIZED SYSTEM FOR AUTOMATICALLY INI-
TIATING VAGUS NERVE STIMULATION FOLLOWING PATIENT-
SPECIFIC DETECTION OF SEIZURES OR EPILEPTIFORM DIS-
CHARGES. International Journal of Neural Systems 19(03), 157–
172 (jun 2009), http://www.ncbi.nlm.nih.gov/pubmed/19575506http:

//www.pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC4211613http:

//www.worldscientific.com/doi/abs/10.1142/S0129065709001938
26. Stollberger, C., Finsterer, J., Tigaran, S., Jaffe, A.S.: Evidence of cardiac is-

chemia during seizures in drug refractory epilepsy patients. Neurology 62(7), 1238–
1239 (apr 2004), http://www.ncbi.nlm.nih.gov/pubmed/12578934http://www.

neurology.org/cgi/doi/10.1212/WNL.62.7.1238-a
27. Surges, R., Scott, C.A., Walker, M.C.: Enhanced QT shortening and

persistent tachycardia after generalized seizures. Neurology 74(5), 421–
426 (feb 2010), http://www.ncbi.nlm.nih.gov/pubmed/20124208http:

//www.pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC2872619http:

//www.neurology.org/cgi/doi/10.1212/WNL.0b013e3181ccc706
28. Tripathi, M., Choudhary, N.: Significance of Heart Rate Variability in Pa-

tients with Epilepsy. In: Kamath, M.V., Watanabe, M., Upton, A. (eds.)
Heart Rate Variability (HRV) Signal Analysis: Clinical Applications, chap. 21,
p. 513. CRC Press, Boca Raton, FL (2013), http://www.amazon.com/

Heart-Rate-Variability-Signal-Analysis/dp/1439849803
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Abstract. Stress and emotions can cause several physiological and behavioral 

changes, some of which may also have a severe impact on the cardiovascular 

function. For this reason, an accurate assessment of stress level and emotion 

kind and strength should be considered important to reduce the associated car-

diovascular risks. However, the use of biological parameters to reliably evaluate 

stress and emotions requires appropriate experimental choices and analysis 

methods to minimize the variability of the measures and ensure a better compar-

ison between different subjects. The aim of the present paper is to provide a 

critical, though brief, overview of some of the most used biological parameters 

that can be considered to quantitatively assess stress and emotions. 

1   Introduction 

It is known that stress, in the form of many psychosocial factors [1], can greatly affect 

our lives and cause several changes to our body’s physiology. There are, at least, two 

pathways involved in such changes [2]: first, a fast neuroendocrine response, charac-

terized by the release of adrenaline from the adrenal medulla and noradrenaline from 

sympathetic synapses, that produces cognitive engagement and several effects on 

cardiovascular and respiratory systems (e.g. bronchodilation, increased blood pressure 

and heart rate). Second, a slower adrenocortical component that provokes the release 

of glucocorticoids, especially cortisol; while in the short-term, glucocorticoids are 

important to prepare the energy reserves required to cope with stressful situations by 

changing various metabolic mechanisms and increasing blood glucose level, a pro-

longed release of glucocorticoids can have several negative effects, including immune 

system suppression [2], increase in blood pressure, obesity, insulin resistance and 

other metabolic disfunctions [3]. Since those are also recognized cardiovascular risk 
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factors, it follows that stress can have direct implications on the development or wors-

ening of several cardiovascular diseases. 

Stress, originally defined as “the non-specific response of the body to any noxious 

stimulus” (Selye, 1936) [4], can arise from very different situations. Given the diffi-

culties of measuring the biological reaction to stress in real-life conditions, mainly 

related to the impossibility of recreating standardized experimental conditions [5], 

many studies focus their attention on creating stressful situations in laboratory settings 

and analyzing the biological response to them. Some tasks that are typically used to 

induce stress are arithmetical calculations, speech and other verbal tasks [6]. Previous 

laboratory studies have revealed a significant increase in heart rate and systolic blood 

pressure induced by arithmetical calculations [6, 7], indicating an increased sympa-

thetic activation during moderate stress conditions. However, although a laboratory 

setting has the great advantage of allowing the control of many confounding factors 

[5] and there are evidences that the physiological stress responses elicited by the most 

commonly used tasks are significantly associated with stress responses experienced in 

real-life [8], there are also some limitations regarding this kind of laboratory studies. 

In particular, the use of those non-specific laboratory tasks is limited to the assessment 

of short-term stress response in healthy subjects [5] and cannot take into account the 

chronic aspects of stress, which seem to be primarily responsible for the pathophysio-

logic changes caused by stress and, specifically, for the association between psycho-

social stress and cardiovascular diseases [3]. 

To account for those long-term aspects, some authors have carried out studies con-

sidering specific groups of chronically (or periodically) stressed subjects and investi-

gating the physiological response to real-life stressors, in order to maximize the stress 

response of that specific group and, eventually, comparing the response between sub-

jects with different levels of reported stress. For example, following this kind of ap-

proach, some studies have investigated the physiological stress response of university 

students during an examination session and compared it with measurements done 

during the subsequent holiday period [9]. Other studies have analyzed the physiologi-

cal reaction to gambling, which is another particular form of stressor caused by the 

unpredictability of the result that, by definition, characterizes each kind of gamble. 

During gambling, increased levels of cortisol have been documented by several re-

searches [10,11,12], suggesting the activation of the same hypothalamic-pituitary-

adrenal (HPA) axis involved in reaction to other stressors. Also heart rate was found 

to be increased during gambling [11], suggesting an increased sympathetic activation, 

which is consistent with the stress response observed in other studies [7]. Some of 

these studies found also a significant dampening of cortisol secretion in frequent or 

pathological gamblers compared with recreational ones [11,12], similar to what has 

been observed in chronic drug consumption and other sorts of addictions. 

Regarding the second main topic of this work, namely the emotions, the link be-

tween stress and emotions is well documented in the literature [13]. In particular, a 

better management of the emotions is considered important to cope with stress [13,14] 

and some findings in the field of emotional intelligence suggest a greater impact of 

stress on people with high emotion perception, while people with low emotion percep-

tion seems to be less sensitive to stress noxious effects [15]. From this point of view, 

being able to quantitatively evaluate the kind and strength of emotions felt by different 
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categories of people while reacting to certain stimuli may be important to infer their 

exposure to stress effects. Also, there are evidences of a straight link between emo-

tions and cardiovascular diseases. For instance, while it has been found that specific 

negative emotions, like anxiety, anger and depression, may play an important role in 

the development of coronary heart disease [16], positive emotions, specifically opti-

mism, seem to have a protective function against angina and heart attacks and to posi-

tively influence physical recovery after coronary artery bypass [17]. 

The next section describes some of the mainly used methods and parameters for 

emotion and stress assessment from biological signals. 

2   Methods 

2.1   Experimental protocols 

The most commonly used methods to quantitatively evaluate emotions relies on the 

presentation of a certain stimulus and the analysis of the consequent physiological 

response. There are several kinds of stimuli that can be used to elicit emotions, like 

music [18], odors [19], videos [20] and pictures. In particular, among pictures, the 

most commonly used in the literature come from the International Affective Picture 

System (IAPS) [21]. The IAPS database consists of pictures that are pre-evaluated in 

terms of valence (pleasant vs unpleasant), arousal (calm vs excited) and dominance 

(controlled vs uncontrolled), which are the three major dimensions that characterize an 

emotional state [22]. One of the main advantage of using IAPS pictures is that they are 

a standardized kind of stimuli, which means that the results obtained in different stud-

ies can be compared more easily [21]. Moreover, since they are pre-evaluated stimuli, 

they are one of the preferred tools for the development and tuning of emotion recogni-

tion methods based on the analysis of physiological signals. In this field, some of the 

main difficulties to deal with when designing experimental protocols with IAPS pic-

tures are the timing of presentation (how much time a picture should be presented to 

record the physiological reaction to it?) and the sequence of presentation (e.g. is it 

better to use a random sequence or an arousal increasing one?). Of course, the answer 

to the first question primarily depends on the response time of the physiological sig-

nals under study; for example, it is known that the accurate estimation of frequency 

domain parameters from the heart rate variability (HRV) requires approximately 2 

minutes of stationary signal [23], but showing the same picture for a time frame suffi-

ciently long to meet this condition might produce an undesirable decrease of attention 

in the subject. As for the second question, it is true that random presentation sequenc-

es should be preferred to avoid any sequence-related effects between subsequent im-

ages (avoiding the emotional response elicited by the visualization of an image to be 

systematically affected by the previous one), but some authors seems to prefer the use 

of valence and arousal increasing protocols [24], probably because they are able to 

linearly increase and keep high the engagement of the subject during the experimental 

session. 
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2.2   Biological measures 

In this section some of the most interesting biological parameters that can be used for 

both stress and emotion assessment are presented. These parameters are extracted 

from several signals, in order to obtain a multifactorial evaluation [25]: electroen-

cephalography (EEG), electrodermal activity (EDA), heart rate variability signal 

(HRV), respiration. 

The analyses conducted on the EEG typically focus on the computation of spectral 

power in alpha (from 8 to 13 Hz) [26], beta (from 13-30 Hz) [27] and theta (from 4 to 

8 Hz) bands [28], that reflect different processing activities of the brain, and in the 

calculation of indices that consider the intrinsic relationships among these bands, like 

the Engagement Index [29,30]. Other authors proposed an approach based on the 

computation of the global field power (GFP) between specific sets of electrodes to 

estimate attention, memorization and pleasantness indices [31]. 

EDA is one of the mostly used signals to quantify sympathetic activity associated 

with emotion, cognition and attention [25], also because its measurement only requires 

two electrodes placed on the middle phalanges of index and middle fingers. There are 

many indices that can be extracted from EDA. The simplest one is the average value 

of the signal (mean EDA), calculated after a low pass filtering with cut-off frequency 

of 2.5 Hz, intended to remove movement and contact artifacts while preserving the 

useful frequency content [32]. The mean value of EDA was found to be positively 

correlated with the level of emotional arousal [25]. Other more complex indices pro-

posed in the literature applies the decomposition of the EDA into a slowly-varying 

tonic part and a fast-varying phasic part [33], allowing for a differentiated analysis of 

the two components. In particular, the decomposition procedure gives the possibility 

to analyze the phasic component, that appears to be the mostly related to sympathetic 

activity, without the superposition of the previous responses that, in the raw signal, 

would be preserved by the tonic component [33]. By following this approach, two 

major indices can be calculated [33,34]: the integrated skin conductance response 

(ISCR), that is the time integral of the phasic driver, and the sum of the amplitude of 

the phasic driver peaks (AmpSum). 

The HRV signal can be obtained by applying Pan-Tompkins algorithm [35] to a 

single ECG lead to detect R peaks and, then, by computing the temporal distance 

between consecutive R peaks (Fig.1). There are many parameters that can be comput-

ed from HRV signal, both in the time and frequency domains. Some of the mostly 

used time domain parameters in the emotion and stress assessment fields are the aver-

age value (mean RR) and the standard deviation (SDRR) of the RR intervals. In par-

ticular, a reduction of mean RR can be related with increased perceived valence [19], 

while a significant reduction of SDRR is commonly observed during the execution of 

stressful laboratory tasks compared with baseline condition [36]. The frequency do-

main parameters mainly considered for emotion and stress evaluation are the spectral 

power of the HRV signal computed in the low frequency (LF, 0.04-0.15 Hz) and high 

frequency (HF, 0.15-0.4 Hz) bands and the ratio between them (LF/HF); LF and HF 

power components are typically normalized by total spectral power minus the power 

calculated in the very low frequency (VLF) band [23], in order to account for varia-

tions in total power between different subjects and facilitate the comparison between 
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baseline condition and stress phase (or between baseline and the presentation of emo-

tional stimuli). From a physiological point of view, an increase of HF power compo-

nent is typically associated with vagal activity modulation; on the other hand, an in-

crease of LF component cannot be reliably associated with sympathetic activation, 

because LF component was found to reflect both sympathetic and vagal activity [23]; 

the LF/HF ratio, by representing the sympatho-vagal balance, is often considered a 

valid substitute of the LF component to assess sympathetic activation [23]. 

In studies related to emotion and stress assessment, the respiratory signal is usually 

acquired by means of a non-calibrated thoracic or abdominal elastic band and so no 

information about respiratory volumes is available. Of course, there are some excep-

tions documented in the literature, like in [37] where researchers measured, by using 

an inductive plethysmograph, specific breath parameters such as mean expiratory flow 

and minute ventilation. One of the most interesting applications of the respiratory 

signal is provided by its association with the HRV signal for the estimation of auto-

regressive (AR) bivariate models [38]. This method is used to highlight common fre-

quency content between two different biological signals, in our case the HRV signal 

and the respirogram (i.e. the respiratory signal sampled in occurrence of each R peak) 

(Fig. 1), and allows the estimation of other two parameters for the assessment of the 

sympatho-vagal balance: the spectral power coherent with respiration (CRP) and the 

non-coherent one (NCRP). 

 

 

Fig. 1. Signal processing steps on ECG and respiratory signal to derive HRV and respirogram. 

A: ECG signal; the R peaks detected by Pan-Tompkins algorithm are marked with a red point. 

B: Respiratory signal; the samples considered for the respirogram are marked with a red point. 

C: HRV signal; the amplitude of the signal corresponds to the distances between consecutive R 

peaks (graphically represented in A). D: respirogram; the amplitude of the signal corresponds 

to the amplitude of the respiratory signal in occurrence of each R peak 

 

A 

B 

C 

D 
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An important advantage of the bivariate method over the univariate estimation of 

LF and HF power components is that the first does not need to recognize LF and HF 

frequency bands, which may vary between different subjects [38]. Both the bivariate 

and univariate methods have proven to be able to detect significant differences among 

the different phases of a stressful protocol [39]. 

3.   Results and discussion 

By using many of the parameters described in the present paper, some encouraging 

results, in terms of emotion evaluation, were obtained in a recent study [40]. In that 

study, a set of fifteen IAPS pictures was presented to fourteen healthy volunteers in 

random sequence and EEG, ECG and EDA were acquired during the experiments. 

The study aimed at developing multi-linear model for the estimation of valence, 

arousal and dominance levels from several biological parameters computed from those 

signals. By means of stepwise regression algorithm, a subset of significant features 

was selected and the obtained three final multi-linear regression models (one for each 

dimension) show an overall good performance in predicting valence, arousal and 

dominance of the considered IAPS pictures by using mean RR, mean EDA, EEG 

alpha, beta and theta power as predictor variables. It is worth noting that no frequency 

domain HRV parameter resulted sufficiently significant to be included in the models; 

this could be attributed to the fact that each stimulus (i.e. each IAPS picture) was 

analyzed for only 14 seconds that, as previously said, cannot be considered a suffi-

cient time frame for an accurate estimation of LF and HF power components. Some 

improvements may be obtained by changing timing and presentation sequence of the 

IAPS images. In this sense, a hybrid approach that may provide sufficiently long time 

frames of analysis while maintaining enough subject’s engagement, could be obtained 

by presenting blocks of images characterized by similar levels of arousal,  valence and 

dominance and considering each block as a single time frame with mean arousal and 

valence computed among the images included in that block; each block and its pic-

tures could be still presented in random sequence to avoid the previously described 

sequence-related effects. 

Stress and emotion assessment studies have several potential clinical applications. 

As highlighted in the present and many other papers, both stress and emotion-related 

conditions (like depression) are associated with severe cardiovascular risks. By inves-

tigating the physiological mechanisms that underly these phenomena, it may be possi-

ble to ensure better containment of those risks, early diagnosis and improved man-

agement of dangerous stress and emotional situations. In particular, the development 

of reliable physiological models for emotions evaluation may improve the diagnosis 

and follow-up of some mental conditions, like depression [41], characterized by im-

paired emotion regulation (i.e. reduced capability of controlling emotions, compared 

with healthy subjects). Moreover, an important outcome of stress assessment studies 

may be the development of data processing methods for the detection of stress level at 

work, which may help in preventing and managing the recognized cardiovascular 

consequences of job-related stress, like hypertension. 
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Abstract. The aim of this paper is to present a simple, low cost and fast method-

ology to assess artificial turf conditions based on image processing. This meth-

odology will help the facility manager to decide on the need of maintenance op-

erations, without performing the more complex and expensive standard testing 

methodologies of the official institutions (FIFA, World Rugby, etc.). The meth-

odology is based on image processing algorithms able to evaluate the infill and 

turf distribution and degradation, football rebound and football roll, and the cor-

relation with player and maintenance expert’s perception and standard testing 

methodologies. The results obtained are promising and provide a first approach 

for the field surface conditions with an adequate level of accuracy for an indicator 

that helps to decide what maintenance operations are necessary. 

Keywords: Turf, Tests, Image processing. 

1. Introduction and scope of the project 

Previous studies have shown a lack of methodologies to assess the field conditions that 

could be performed fast and inexpensively [1]. The current testing methodologies are 

the standard used by the official institutions, such as FIFA or WorldRugby, to evaluate 

the quality of sport fields. These methodologies are often expensive and require the use 

of very specific equipment by well-trained experts.  

However, it is not necessary to run the full list of tests to have an indicator of the 

field condition. A few properties provide enough information to decide whether a field 

is in a poor condition for the sports practice and to decide which maintenance opera-

tions will improve the mechanical behavior of the field [2, 3].  

To address this need, there are approaches [4] that have been working on the use of 

image registration and processing for analysing the properties of artificial turf fields 

that are important for playability and player’s safety: fiber and infill distribution, ball 

rebound and ball roll. This approach will provide a simple, fast setting and cheaper tool 

for the football fields’ evaluation. It is important for the facility manager to know the 
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current condition of the fields as an adequate maintenance is essential for the mechan-

ical properties of the surface [5, 6] 

The full list of FIFA testing procedures covers every aspect of the field performance: 

drainage, shock absorption, football behavior [7, 8], etc. Nonetheless, these tests are 

meant to evaluate and rate the quality of the field, and the scope of this research is to 

focus in the evaluation of the artificial turf conditions to decide on the maintenance 

operations that are necessary at that moment. 

The aim of this paper is to present a simple, low cost and fast methodology to assess 

artificial turf conditions based on image processing. 

2. Simplified testing methodology development 

The methodology to assess the artificial turf conditions based on the image consists of 

two main algorithms: (1) Fiber and infill distribution testing algorithms; (2) Football 

rebound and roll testing algorithms. 

2.1. Fiber and infill distribution testing algorithms 

The evaluation of the fiber and infill distribution is the most complex of the developed 

techniques, as a further image processing is needed. The approach used consisted in the 

processing of pictures of football fields to apply a color discrimination technique that 

differentiates between the green of the turf fiber, the black of the infill and possible 

defects present in the field. For the defect detection, a zoom of the initial images is 

needed, as it is necessary a higher level of detail. Therefore, the resolution of the pic-

tures taken has to be high enough to allow the zooming without an important loss of 

information. 

 

Fig. 1. RGB correlation between red (R), blue (B) and green intensity (G).  
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The first stage of the analysis comprised the adjustment of the different color RGB 

thresholds for the evaluation, with eight combinations of Red, Blue and Green intensi-

ties. Then, a series of artificial turf field pictures were analyzed using those eight com-

binations and the results were compared with the knowledge of selected experts. 

 

Fig. 2. Different RGB combinations tested to evaluate the artificial turf fields. 

The process of picture evaluation was divided in two phases: 

1.Analysis of 10 pictures of entire football fields. 

2.Analysis of pictures of a detail of football fields. The pictures were obtained by 

zooming those from the first phase and by on-site registration. 

 

Fig. 3. Results for the analysis of a football field picture. 
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The results allow determining the turf field degradation and providing recommen-

dations on what maintenance operations are necessary. In order to check the validity of 

the results, the verdict obtained from the image processing has been compared with the 

evaluation of maintenance experts and the measurements from standard methodology 

testing.   

2.2. Football rebound and roll testing algorithms 

The current testing methodology for football rebound requires special equipment to let 

the ball go and to measure the rebound height. An algorithm has been developed to 

determines the loss of energy on the rebound by measuring the height of the first re-

bound and calculating the height decrease on percentage, similarly to the FIFA testing. 

 

Fig. 4. Comparison between actual FIFA rebound test on the field (left) and on laboratory envi-

ronment (center) and simplified rebound test (right). 

The main difference between the standard test and the new methodology is that test 

does not require the specific equipment to measure the rebound or to release the ball. 

In the simplified methodology, the tester can release the ball directly from his hand, 

and the video registration can be done just with a mobile phone.  

To validate the results obtained, the output of the algorithm has been compared with 

actual results of the FIFA standard methodology on different surfaces, with an average 

deviation of only 2%.  
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Table 1. Results for the algorithm developed to measure the rebound height and comparison 

with FIFA test results. 

Surface 
Release 

height (m) 

Rebound 

height 
FIFA (m) 

Percentage 
FIFA 

Percentage al-

gorithm 

Rebound 

height algo-

rithm (m) 

Concrete 2,00 1,18 59,06% 59,96% 1,20 

Concrete 1,85 1,10 59,25% 59,27% 1,10 

Concrete 1,70 1,02 60,05% 59,70% 1,01 

Concrete 1,60 0,97 60,76% 61,72% 0,99 

Concrete 1,90 1,13 59,41% 60,30% 1,15 

Padel 2,00 1,19 59,55% 60,44% 1,21 

Padel 1,90 1,13 59,54% 60,12% 1,14 

Padel 1,85 1,12 60,51% 59,77% 1,11 

Padel 1,70 1,03 60,58% 60,10% 1,02 

Padel 1,60 0,97 60,62% 57,43% 0,92 

Football 2,00 0,87 43,29% 42,10% 0,84 

Football 1,90 0,83 43,42% 42,44% 0,81 

Football 1,85 0,80 43,30% 42,56% 0,79 

Football 1,70 0,76 44,47% 42,44% 0,72 

Football 1,60 0,70 43,70% 41,99% 0,67 

 

 

For the football roll testing, the aim is also to avoid the use of specific measuring 

equipment and to allow the remote processing of the data gathered on field. The algo-

rithm measures the distance travelled by the football by comparing that distance with 

the size of the ball. 
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Fig. 5. Image processed to measure the distance travelled by the football during the 

FIFA test.  

4. Applications 

4.1. Remote evaluation of field conditions 

The ability to evaluate the field conditions helps reducing the costs of the maintenance 

operations, as it makes possible to determine the percentage of turf coverage remotely. 

It is important to consider that nowadays the commuting is one of the greatest costs for 

the inspection operations. The experts must travel from their headquarters to the field 

with all the equipment necessary to evaluate the field conditions on site.  

This methodology allows the field managers to send the pictures taken on-site to the 

experts or even upload them to the web platform and receive a set of recommendations 

on the required maintenance operations. 

4.2. History log of field conditions 

The data gathered from the image processing can be recorded to create a history log of 

the field conditions. That information could be useful, for example, to evaluate which 

events are more severe to the artificial turf or estimate the tear trends of the field to 

optimize the maintenance with a prediction of the best time to perform the maintenance 

operations. 

4.3. Set of simple and fast test based on mainstream technology 

The official institutions such as FIFA, WorldRugby, ATP, etc. have their own standard 

test methodologies to rate and certificate the quality of a sports field. As mentioned 

before, the field certification is out of scope for this project. The main application for 

this work is to give the field operator a quick and economic tool to determine the field 

conditions on a more regular basis. 

The football rebound and roll normative tests require specific equipment to measure 

and to let the ball go. Instead, the developed methodology simplifies the technology 
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and equipment needed, and gives an output that can be correlated to the standard values 

used to rate the field conditions. 

The results of the tests shall indicate if the field is adequate for the football practice, 

as the rebound and the roll are great indicators for the ball performance. 

5. Conclusions and future work 

The results for the methodology developed are quite promising considering that this is 

a prospective approach, and there is still room for improvement. 

At this moment, the main limitations are related with the image recording conditions, 

especially for the fiber coverage and infill distribution analysis. The pictures shall be 

taken with natural light and in good weather conditions to obtain good results with the 

algorithm developed. However, the algorithm is at a preliminary stage, and it is ex-

pected to work with lower quality images in the future. We are currently working in the 

use of convolutional networks to train the algorithms and allow the methodology to be 

more versatile and work in different environmental conditions.  

Although the set of tools have been developed and tested on football fields, the pro-

tocols and algorithms can be modified to work with different sports and surfaces. For 

example, the ball rebound test was also used on concrete and wooden floors, and there-

fore can be easily adapted for indoor sports such as futsal, handball or basketball. 

As a conclusion, it is possible to simplify the current testing methodologies to eval-

uate the surface condition and its suitability for sport practice. Even if it will be still 

mandatory to perform the complete standard tests to certificate the quality of the fields, 

the outputs of the image processing will be a powerful tool for the daily management 

of sports facilities and the decision-making process for maintenance operations. 
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Abstract. The Huzuni platform is designed as social networking platform for 

people with mental health disorders. It integrates social networking, e-learning 

and healthcare sub-platforms. User experience related changes play a crucial part 

in the user-technology interactions. Mere functionality of product-service is 

insufficient since now users view products as artefacts of pleasure, enjoyment, 

engagement and embodiment. In interface design while interactions with 

technology are evolving rapidly, our perception of how the user’s needs have 

evolved has not been equally as fast and remained constrained to certain limits 

within the design process. This paper presents the structure and functionality of 

the Huzuni Social Networking Healthcare Platform. Evaluation through 

participatory design research and usability studies with targeted users for better 

user-centered design is described. This research gives insights into an alternative 

perspective of product user-experience, both expected and designed, from the 

point of the targeted audience, the future user. 

  

Keywords: platform, ergonomics, user experience, usability, participatory design 

1   Introduction 

The structure and information architecture of an interface makes navigation and 

understanding information easy for users [1,2,3]. To archive this goal, different 

approaches and methods can be adopted to ensure that the structure and information is 

designed to the targeted users’ needs [2,3]. Many user experience design and research 

methods exist [4,5,6,7] as the selection of the most appropriate one for each phase of 

the design process is very important. A hybrid of user experience and user-centered 

methods were applied in the concept, design and research of the Huzuni platform 

design, especially participatory design. Participatory design, also often referred to as 

co-design or co-operative design [8,9], as the name suggests, is rather a process than a 

result, in that, it is divided into 3 phases of; (1) understanding and problem definition; 

(2) creating potential solutions and; (3) testing these ideas through engaging potential 

targeted future users of the intended product-service during the design process [9,10]. 

The aim is to change the mindsets, attitudes and behaviour of the involved targeted 
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users or participants through mindful, playful, thoughtful and engaging innovative and 

experimental processes that uncover insights [10]. Insights about possible “pain 

points”1 present where change is necessary at an early stage within the Huzuni 

platform design process.  

Whereas variations exist in the way participatory design is executed across different 

domains [9,11,12], including healthcare design, the variations have to; (1) engage with 

potential targeted users, whether real users or hypothetical personas, which will be 

affected by the product-service design and the outcomes of the design process; and (2) 

operate within the boundaries of the core principles of co-design [9,10,12]; 

 

(a) Inclusive: for better results in simulations and testing solution, it should be 

inclusive and a representation of all groups that will be impacted by the 

product-service and harness the resulting decisions, thought process, 

experiences and feedback.  

 

(b) Participative: the process must be open, empathetic and responsive with a high 

degree of engagement by participants to interact and shared gained knowledge 

from lived experience and generate thoughts and ideas through workshops, 

simulations, exercises, activities, chats, etc. 

 

(c) Iterative: continuous re-evaluation and testing of ideas and solutions throughout 

the process, adapting to changes as the emerge from new scenarios with 

openness to creativity and exploration, and the possibility of failure during 

numerous attempts. Effectiveness of the interaction stages and engagement can 

be tested for effectiveness and pools of ideas-solutions fine-tuned to context and 

their potential impact based on the original objective of the task. 

 

(d) Equivalent: all attending participants are regarded equal in expertise of their 

experience with set strategies applied to eliminate inequality because the 

product-service experience by the user is always a true value of its own 

experience with varying levels of ease or understanding, regardless of novice or 

expertise. 

  

(e) Goal Oriented: regardless of the intention of the process, whether to design, or 

evaluate something existing its set to achieve a set of outcomes where the most 

promising of solutions can be revisited and tested or experimented in successive 

phases of the participatory process. 

 

In recent years, the users’ desire beyond just functionality and into the realm of 

experience has led to the creation of delightful and engaging user experiences. This has 

made user experience the norm for industry standards as a response from companies as 

opposed previous years when commodities held greater value [13,14]. Design trends 

and demand are now on products that can integrate and take into account the users’ 

everyday lives as opposed to products that simply support the user’s everyday tasks 

                                                           
1 Pain points user interactions that cause a negative experience. 
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[15] because functionality alone can no longer compete with experiences of 

engagement, embodiment and pleasure [16,17]. Consequently, designers and 

companies have to adapt to the rising demand for user experience and its integration in 

the product-service-system design to stay competitive. User experience is an inevitable 

design goal in product-interact design [18] and a success measure for the user [19]. 

This has made user experience the pinnacle of product design, research and industry 

today which highlights the relevance of this research. 

This paper presents the structure and functionality; and some of the evaluation 

approaches undertaken through participatory design research and usability studies with 

targeted future users for better user-centered design for digital health. This research 

gives insights into an alternative perspective of product usability and user-experience, 

both expected and designed, from the point of the targeted audience, the future user. 

The research is driven by the need to close the information gap of knowledge about 

expected user experiences in the early design stages to inform better digital health 

design decisions for the Huzuni platform. 

2   Methods and Approaches 

The design and development of the Huzuni platform project can be divided in two 

phases: concept design and concept evaluation. Six concepts were designed conceived 

and later discussed through inclusive participatory design with target users based on 

the outcomes of multiple sessions, user interviews, surveys etc. The original concept 

was a social networking platform geared towards mental health. Two additional 

concepts; (1) Health Integration, and (2) E-Learning Integration resulted from the 

targeted user participation. Several users and experts evaluated the platform concepts 

for relevance and need. These user evaluations and a feasibility analysis at different 

stages of the platform design served as input for an overall evaluation and discussion 

during the projects progression through the different stages that followed. 

With usability and user experience in mind, the studies employed a selection of the 

most appropriate research methods available. These included methods that are 

previously tried-and-tested methods, e.g. usability studies to recent approaches, e.g.  

unmoderated online user experience assessments. The project benefited from the 

application of combined hybrid of multiple research methods determined by need and 

time – “what to do and when?” [20]. The combination of methods helped the project 

cover all aspects of user experience and usability with three (3) foci [20,21];  

 

▪ Context of use – anticipated context of the platform usage 

▪ Attitudinal vs. Behavioral – what people say versus what they do. 

▪ Qualitative vs. Quantitative – quality aspects versus quantifiable analysis 

metrics 

 

Each of the project’s experiments comprised either a hybrid or a combination of 

these three aspects at different stages. In this approach, several different methods 

complementarily compensate for the possible limitations of any other single method 
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[22,23]. For example, interpretation of data from one method can be validated in 

another method. Quantitative metrics data that didn’t offer a user values, attitude and 

anticipation can be compensated with qualitative methods like user feedback and 

emotions.  

The concepts and designs of the platform were evaluated through participatory 

design sessions (n=6) and usability studies (n=1) with university students (n=110) at 

Universitat Politècnica de València (UPV). The participants in participatory sessions 

were verbally guided through the storyboards and could ask questions about how 

specific anticipated features would work. After each session reviews were made about 

why, what they liked most and least, and to whom they would recommend the 

platform. After a series of design concepts and scenarios were shown, experimented 

and discussed, the participant got to choose which design concept and features were 

preferable. This was performed at the end of early stage concept participatory sessions 

and surveys though votes with; votes for favoured concept (F), unfavoured concept (U) 

and indecision (Z), as shown in Table 1 (below). Further discussion gave insight of 

preferences for a hybrid platform that combined some of the individual concepts. 

 

Table 1. Platform concepts vote statistics and favourable concept percentages. 

 

 

Concepts                     F        U       Z              Total Favourable  

                                                                         Vote (%) 

 

Social Networking       60        5        2              89.5% 

E-Learning                   57        0       10            85% 

Health                          65        2        0              97% 

Gaming                        18        36      13            26.8% 

Hybrid                          51        7        9             76.1% 

 

3   Design Tools 

With the increase in technology, a variety of design tools and techniques have 

rapidly become available with each offering its own unique advantages and 

disadvantages. The choice of tool therefore depends on the intended task for a 

particular phase of the project development. The Huzuni platform was researched and 

designed using a hybrid of methods and design tools. In the initial design stage, 

prototypes of the platform were explored and designed first through simple sketches 

and paper prototypes. These were later developed into low-fidelity digital wireframes 

after a variation of idea and design concept iterations. The high-fidelity and detailed 

design prototypes were interchangeably developed using a combination of Sketch App 

[24] and Adobe Experience Design (Adobe XD) [25]. High-fidelity prototypes were 
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imported into Invision [26] to add interactivity and test the anticipated interaction 

between the users and the platform.  

In the evaluation phase, the high-fidelity interactive prototypes were later used to 

evaluate interaction, information architecture, user experience and usability with five 

groups of students at UPV (n=110) through usability tests and scenarios designed in 

Morae [27]. 

4 Structure and Functionality 

4.1   Structure 

As a structured information system, the platform design involves the determination of 

interdependent variables [28]. Therefore, the precedence structuring for the platform 

functionalities of determining these variables involves information design for better 

user experience. Efficient usability and user experience is founded on good information 

architecture [1, 2, 29]. The platform structure was developed for implementing the 

design in four categories: 

 

(1) Social – a social networking sub-platform for patient users, supporters, 

professionals and relevant organizations 

(2) Health - a healthcare sub-platform for interaction between patient users and 

healthcare professional and providers 

(3) E-Learning – an e-Learning sub-platform for educational material, projects, 

programs and information 

(4) Cloud – a cloud storage service for ease access of shared patient-doctor 

information, and user-service provider e.g. educational material, insurance, 

etc. 

 

Each category is further subdivided into its individual subcategories or 

functionalities. Many techniques have been developed in cognitive psychology [30, 31] 

to help effectively apply psychological principles to design e.g. including Gestalt 

principles and recognition patterns which explore the users’ visual perception of 

elements in relation to each other. This helps users be oriented in the structure [30, 31, 

32]. 

 

 

Fig. 1. Huzuni structure typology and features by category; plus, universal features 

available in all 4 categories. (see, next page) 
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4.2   Functionality 

Information interaction is the “process by which interact with an information system 

as a blueprint and navigational aid.” [33]. As such information architecture performs 

an important supporting role in interactivity in articulating the user, content and 

system, illustrating the context for information architecture [33]. After the design, 

performance and structure requirements were specified, the subcategories of 

functionalities and platform features were determined within the four main structure 

categories; (1) social, (2) health, (3) e-learning, and (4) cloud as briefly described 

below. 

4.2.1   Social 

The social networking sub-platform includes the following features and functions: 

 

▪ Explore – for exploring content within the main platform 

▪ Profile – for personalization within the platform or anonymity in cases of 

privacy and stigma 

▪ Connections – for friends, supporters, and influencers within the platform 

▪ Experiences – shared moments, places, lessons, etc. to inspire others 

▪ Publications – Articles, Stories, videos, podcasts on mental health 

▪ Groups and Communities – to identify with support and mutual interests 

▪ News Feed – customizable updates feed based on settings 

▪ Content – Shared content; text, photos, audio and video 

▪ Communication - Chat/Messenger, Call (audio and video – Live Streaming) 

▪ Engagement - likes (reactions), shares, comments and support 

▪ Initiatives - crowd-Sourced social causes and support initiatives 

▪ Advertising (Business) – paid feature for business and extending mental 

health relevant information to the community e.g. paid courses etc. 

▪ Recommendations - Content and Experiences shared, places or 

recommendable healthcare professionals, mental health insurance companies 

etc. 

▪ Research – content database and participant recruitments for mental health 

research. 

▪ Notification  
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Fig. 2. Huzuni social profile feature. 

 

4.2.2   Health 

The health sub-platform includes the following features and functions: 

 

(a) Publications Platform (Mental Health) – Articles, Stories, videos 

(b) Health Care Professional Database and Rankings 

(c) Connections - supporters, influencers, survivors and well wishers 

(d) Finder or Locator - for on demand healthcare services 

(e) Marketplace - Patient-Doctor content platform, product and products peer-to-

peer sharing or sale, mental health insurance etc. 

4.2.3   E-Learning 

The he-learning sub-platform includes the following features and functions that are of 

an educational and informational nature: 

 

▪ Virtual Classrooms – training and course listing by different sources 

▪ Programs and Projects - Personal and Organizational 
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4.2.4   Cloud 

The cloud sub-platform includes the following features and functions: 

 

▪ Cloud – documents and files cloud storage that syncs with all the other 3 

categories for easy access and sharing of content e.g. educational content. 

 

Certain features are universal within the platform and available within all 4 sub 

platform categories. For purposes of readability this are no repeated into each category. 

 

▪ Content – Shared content; text, photos, audio and video 

▪ Communication - Chat/Messenger, Call (audio and video – Live Streaming) 

▪ Engagement - likes (reactions), shares, comments and support 

▪ Initiatives - crowd-Sourced social causes and support initiatives 

▪ Advertising (Business) – paid feature for business and extending mental 

health relevant information to the community e.g. paid courses etc. 

▪ Recommendations - Content and Experiences shared, places or 

recommendable healthcare professionals, mental health insurance companies 

etc. 

▪ Research – content database and participant recruitments for mental health 

research. 

▪ Notifications 

 

 

 
 

Fig. 3. Huzuni location finder feature for identifying mental healthcare professional by 

proximity and qualification. 
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Fig. 4. Huzuni platform screenshot showing recommended and verified educational 

and information programs about depression. 

4.3   Participatory Design in Defining Huzuni Platform Features 

To achieve the goal of usability and user experience, the different design and project 

development stages of the platform applied user-centered methodologies and 

approaches from the earlies phases to-date. These methodologies were applied across 

all stages and often revisited for discussion and re-evaluation because the design did 

not take a linear process. 
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(a) Co-Design and Co-Discovery. Partnered in pairs and under observation, 

participants collaboratively explored the Huzuni concept design thus far as 

part of the co-discovery engagement and its use-cases [17] which enhanced 

thought processes and decisions. This is also proved in previous studies. 

According to [34, 35] collaborative communication is more natural than 

thinking out loud in isolation and is a source of design insight [35]. 

Participants were treated as masters or experts of their own experiences – this 

disqualifies any prior knowledge of the product-service that any user might 

have had or similar and there was no novice versus expert complex, which 

made all engagements and responses equally valuable.  

(b) Personas2 and Character Profiles were used as a sampling method to 

capture a wider spectrum of representation among targeted users. The targeted 

users, mostly youths, possess a wide variation in habits, preferences and 

behavioral patterns. Personas that represent the features of an existing 

targeted user group helped us define the design specifications and 

functionality requirements of the platform with reflection on needs, habits, 

trends and contextual setting [36]. This included surveys and interviews with 

students and the academic community, young adults and other target user 

profiles for observation and analysis to create meaningful personas that 

represented all future user profiles. 

 

(c) Simulations (Role Play). Hypothetical simulations of potentially possible 

scenarios within the product-service were enacted by users that assume 

hypothetical personas as performers to understand the product-service 

experience. Where possible variations existed, e.g. how to get from an online 

course calendar to enrolling in a program. They were performed with 

interchanged performers undertaking the same task to better understand the 

product-service evolution and perception across different user profiles. For 

example, to better understand the information design and flow of the Huzuni 

platform users were asked to envision and engage information design 

discovery within the platform in low-fidelity paper prototypes, with 4 

objectives; (1) Placeability – the ease and amenability of where functionalities 

could be located; (2) Findability – the ease with which a newcomer not 

involved in the placeability can identify or locate any given function; (3) 

Interaction between users performing roles and decisions in isolation versus 

those interacting with others; and (4) the interaction between groups scenarios 

versus individual scenarios. And then different groups were required to 

analyze the above aspects and tasks as performed by their preceding group. 

Users performing tasks in isolation manifested different task patterns as 

opposed to when in interaction with other users or in group settings due to 

external influence and stimuli form other members that took the form of both; 

(1) assisted performance for tasks and; (2) group influence. Collective group 

                                                           
2  Research-based fictional characters to represent a spectrum of user types for the study. 
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certainty of how a task(s) should be performed often impeded the certainty of 

an individual within the group, even in user-cases where the group might 

have been misguided e.g. how to share content privately.  

 

(d) Group Sketching. During sessions this helped in developing and clarifying 

ideas while concurrently sharing insights amidst participating teams and 

groups [37] to find mutual acceptance in user case and product-service 

performances. Idea generation and discussion of preferences led to voting for 

the most preferred and favored features that should be included in the Huzuni 

platform (see, Section 2. Table 1) 

 

(e) Mockups through diverse media including illustration, post-its, cards, and 

collages among others were created and used at different stages of the project 

participatory design process in replication of the existing conditions of the 

problem(s) to be tackled, the goal, similar product-services and initiatives. 

Mockups between social networking, e-learning, gaming and healthcare 

during brainstorming and design thinking sessions gave a visual insight into 

other ideas. For example, we aimed to reduce both public stigma and self-

stigmatization among members of the university community, both students 

and academic staff, suffering from mental health disorders. This prompted us 

to explore new concepts of maintaining anonymity where required without 

compromising openness where needed whilst users still benefit from the 

platform with great engaging user experiences equally regardless of the choice 

taken(s). This resulted into an anonymous or guest user section on the 

platform. 

 

(f) Experience prototypes. In successive phases with varying fidelities these 

helped us to witness real use-case scenarios and potential problems within the 

anticipated user experience of the product-service. Insights gained from early-

stage comparisons between the intended designed product-service’s 

experience versus the real anticipated users and their expected user experience 

informed later decisions. For example, design and user experience deficiencies 

e.g. gaming features that were detected in the early paper prototypes and low-

fidelity prototypes were excluded in the high-fidelity prototypes. As a 

simulation of the product-service to user experience the high-fidelity 

prototypes were even later used in further studies including interaction and 

usability tests with students at UPV. Creating user scenarios and interactive 

experience prototypes of different fidelities aided the simulation of the real 

product-service anticipated interaction and user-experience. 

 

 

Interaction design, “the design of the interaction between users and products” 

[38] tools, methodologies and studies like interactive paper prototyping and Framer 

were applied to understand the interactive response experience that would create 

engagement between the user and the service, product or interface [39]. Identifying the 

dimensions of interaction within a product-service gave insight into user behavior, 
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information architecture, visual design and the relationships between the user-product. 

However due to certain limitations in the tools available, for example limited 

interaction features in Invision software, certain feature could not be tested in high-

fidelity. 

5 Evaluation 

5.1   Usability and Experience Design 

Usability is a “quality attribute that assesses how easy user interfaces are to use” 

[40]. Usability is measured by qualitative and quantitative attitudes [41, 42] because it 

focuses on tasks, goals, and performances. Usability has always been the standard 

measure for great product or system design interactivity until in recent years when user 

experiences became the differentiating factor due to existence of similarities between 

products. Thus, product design and development for interaction now has to go beyond 

usability into the realm of user experience – by understanding users’ everyday human 

needs [43]. According to Väänänen-Vainio-Mattila et al., two fundamental aspects 

require consideration when design for pleasure and engagement [43];  

 

(1) An understanding of the user needs is vital to experience-centered design for 

interactive products [43,44]. These needs could be both pragmatic and 

hedonic qualities. Pragmatic quality refers to “a product’s perceived ability 

to support the achievement of behavioural goals” (related to usability and 

functionality); while hedonic quality refers to “a product’s perceived ability 

to support the fulfilment of basic psychological needs such as stimulation, 

enjoyment, identification, and engagement” [44,45]. 

 

(2) Great user experience design considerations require continuous iterative 

evaluations throughout the stages of product design and development [46].  

 

Providing positive user experience, therefore, has become a key factor in product 

design and development [43, 47, 19, 48]. This means that user experience assessment 

and improvement need to be considered from the early phases of the design process 

and to be inclusive of aspects beyond just usability. Therefore, though the initial stage 

of the study was more focused on usability to rectify deficiencies, the next studies and 

tests respond to aspects beyond usability. 

 

5.2   Usability Tests (Morae) 

To understand the platform functionalities versus the user needs, evaluation is 

inevitable. Evaluation tests to study the usability of the Huzuni platform prototype were 

designed and conducted in Morae – the current industry leading software for usability 
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testing (web, and mobile), mobile device and hardware testing; and market research 

[27]. Morae has the capability to integrate synchronized screen captures, audio and 

video recordings of users while they interact with the platform during the usability 

study, but the audio and video recordings were disregarded in the study (see, Section 

5.3.1, Fig. 5) 

5.3   Morae Usability Study Design 

This study recruited a study population matching the intended and anticipated end 

users of the Huzuni platform – the young adults in an academic environment. During 

the study design, various considerations were taken into account; 

 

(a) Objective: To investigate the perceived usability of the Huzuni platform 

prototype 

(b) Type of Study: Observational study. 

(c) Setting: Design Computer Room (Japan) with Morae in Valencia, Spain. 

(d) Participants: 110 ergonomics and human factors third year design students 

(age 18-31) who had previous theoretical training in usability testing. 

(e) Intervention: Participants were photographed, and video recorded during the 

study. Participants were assisted only in technical issues during the study. 

(f) Main outcome measure: Difference in observer ratings of perceived usability, 

ease and user experience of navigation 

5.3.1   Tasks and Scenarios 

The study design was provided in two (2) languages; (1) English and (2) Spanish to 

avoid any miscommunication and language barrier challenges. Equally, all instructions 

and questions were in both languages. Participants were given a quick tutorial of how 

the Morae usability testing software works to get familiar with its user interface. The 

participants were split into four (4) groups, each with an average duration of 45-60 

minutes per group. The study was setup into two (2) parts; 

 

(a) Tasks and scenarios – 10 tasks and scenarios which depicted one end what 

the observer wanted to achieve, whilst portraying a scenario for the participant 

so that they would perform the task with the tools and Huzuni interactive 

interface available to them; 

 

(1) Scenario - You are a new user on the Huzuni platform. Goal - Find the 

Signup page. 

(2) Scenario - You are a returning user on the Huzuni platform. Goal - Find 

the sign in page. 

(3) Scenario - You're planning to take an online/e-learning course on 

Wednesday afternoon. Goal - Go to the Huzuni platform (prototype) and 

see what suitable course options you have available.  
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(4) Scenario – Use the Huzuni platform prototype to find mentorship tasks 

you’d be interested in attending tomorrow afternoon and newly updated 

tasks for the week of July 27th. Goal - Find tasks and 

presentation/attendance times.  

(5) Scenario – You have been using the platform together with your 

psychologist and group support. Goal - Look up the results and progress 

of your mental health. 

(6) Scenario – Who is the mental health psychologist closest to your location 

in Barcelona and how much do they charge per hour? Goal - Using the 

finder tool to find healthcare professionals and locations 

(7) Scenario – Contact the located psychologist by chat to make an inquiry. 

Goal - Send a private message to a psychologist (messenger & email. 

(8) Scenario – A psychologist you follow, Dr. Clare Kambamettu shared an 

article that shows in your updates. Locate the article and read its full 

contents. Goal - Access of the home, profile and content sharing feature. 

(9) Scenario – Finding what projects exist about exercising when under 

depression. Goal - Find information about a project. 

(10) Scenario – Find the available programs on depression provided by the 

CDC - Centre for Disease Control and MacArthur Foundation Spain. 

Goal - Finding programs about depression.  

 

 
 

Fig. 5. Screenshot of Huzuni usability test study 01 tasks and scenarios setup. 
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(b) Survey – an automated survey at the end of the tasks and scenarios in form of 

multiple choice questions with answers to select from; one response (S) or 

multiple responses (M); and freedom responses (F) that gave the participant 

free text responses. For research and statistical purposes, please complete the 

short survey below. The survey questions were categorized to collect 

information regarding; (1) Age range; (2) Languages spoken; (3) preferred 

duration of intervention or online self-help; (4) preferred mode treatment and 

online self-help; (5) preferred mode of delivery; and (6) design suggestions. 

This was designed to get more insight that might have not been attained the 

previous options. 

 

(1) S - What's your age range? 

(2) M - What languages do you speak? (select all that apply) 

(3) F - What do you think is the purpose of this 

platform/website/prototype? 

(4) F - What would be your desired duration of intervention or help for a 

session with a psychologist and/or online self-help respectively? 

Please indicate preference (psychologist vs. online self-help) and 

duration preferred. 

(5) M - If you were a user, what would be your preferred mode of 

treatment and help? 

(6) M - What would be your preferred mode of delivery for the Huzuni 

platform? 

(7) F - Although this is an incomplete prototype and you have only tested 

a few planned features, speaking from the perspective of both a user 

and designer, please make suggestions related to design, aesthetics, 

additional functionalities, features, content, usability, etc. for the 

platform. 

5.3.2   General Study Results 

The average duration in minutes of the study (45< t > 60) greatly exceeded the 

designed study duration (t=20). Anticipated interaction between the user and the 

platform met expected standards however is limited to the limitations of the tools used 

during the usability study. Interactive prototypes in Invision currently have many 

limitations just like in other design and interaction for usability tools. Achieving the 

desired usability, interaction and experience would require a tiresome and lengthy use 

of many different tools interchangeably. With this interchange between tools, errors 

and loss of information structure occurs. During the study, incidents occurred where a 

small number (n=4, 3.6%) of the participants viewed a shortcut or “backdoor” 

displaying all screens versus 106 (96.3%) who interacted with the platform directly as 

intended. Some tasks (n=2) needed to be redesigned or rephrased for clarity because 

they were unclear to certain participants. The detailed results of this study are out of the 

scope of this paper. 
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7   Discussion and Results 

It was discovered that a relationship exists between users’ categories and groups in 

a user-case scenario whether individually versus in a team or inter-group scenarios. It 

was observed that; (1) higher levels of certainty in performing tasks as well experience 

problem scenarios exist individually as opposed to group settings; (2) Individual 

certainty of task execution on average almost often decreases in acceptance and favour 

of group perspectives. Insights of previously unimagined scenarios, use-cases and 

functionalities emerged due to the diverse personal profiles and more inclusive 

categories. The user-centered approaches like the participatory design process 

strengthened the understanding of the necessity to re-invent contemporary design 

approaches and methodologies by investing more time and effort in user centric co-

design with target user audiences. Just like great toys would be designed by adults only 

when they have the involvement and engagement of children, desired healthcare design 

solutions exist at the intersection of the participatory product-service design with the 

intended end-users or patients for greater usability, more delightful and engaging 

experiences. According to Hick’s law and the universal principles of design, the more 

options users are exposed to, the longer it takes them to make a decision [49]. This was 

evidenced in the different design phases – participatory design. The more options the 

participants had, the more time and energy it takes to make a decision about the next 

step forward in their participation. The individual software programs and design tools 

had to be retrofitted to work together to achieve the platform’s user interface design 

specifications. The underlying product platform for Huzuni and its tests on interaction 

and usability thus also evolved in this manner. In either instance, the net result is a 

collection of programs and tools that share some common methodologies and 

functions. 

In recent years, Usability has been intensively challenged user experience 

enthusiasts for its limitations as a physical and cognitive approach to understanding 

user-product interaction [50, 51]. As a result, a shift towards user experience has 

erupted in favour of designing product-services that are not merely usable and 

functional but also aesthetic, enjoyable, pleasurable and engaging. Although it’s a 

recent field and its definition has not yet reached a solid state, there has been wide 

agreement that user experience deals with more than functionality and usability [52, 

53, 54, 43, 7]. Therefore, term ‘user experience’ has become synonymous with human-

computer interaction (HCI) and product-service design as it pushes the task-based, 

goal-oriented boundaries of usability that are focused solely on behavioural 

performances [55,56,57] experience integrates positive experiences through emotions, 

attitudes, and meanings, and values as the outcomes of the interaction with a product 

or system (56,58]. Its argued that usability has evolved from a ‘satisfier’ into a 

‘dissatisfier’ product attribute [17] that no longer address all the hierarchies of human 

needs and product-user relationships if not integrated with user experience [17,59] 

beyond functionality and usability to a higher-level user need – the need for pleasure. 

This view is supported by many researchers who have pointed to the limitations of 

traditional usability modern age applications [60, 61] for example in design for 

entertainment and enjoyment [61] and design for emotions [60, 62]. Its nearly a 

requirement to integrate user experience in design with a focus on a holistic approach 
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on all aspects of interactive product-services [18]. Future research and the following 

design stages of the Huzuni platform further explore the theme of user experience in 

detail. 

8   Conclusions and Future Work 

The platform’s approach and structure for combining social networking with health 

and e-learning gained great appreciation from the participants. It was perceived as a 

positive approach towards leveraging social networking platforms to help improve 

health, awareness, support and engagement for people with mental health disorders. 

On the contrary, the StateOfMind [63,64,65] report by the Royal Society for Public 

Health [65] showed that social networking alone has been ranked a great cause of 

deteriorated mental health with Facebook, Youtube and Instagram received greatest 

criticism [66]. Social networks are synonymous with use by the public but to a lesser 

extent by individuals with severe mental illness [67, 68, 69, 70] though enhanced 

social support networks for people with mental illness is an important and a proven 

thrust for support and motivation [71]. 

The platform can help shape structure and functionality as organized through 

interaction and information architecture. This structure forms the core of usability and 

user experience as users perform their day-to-day tasks. The user-centered design 

approach with multiple participatory design strategies and evaluation stages has 

enabled us to choose the most promising and user-anticipated experiences from the 

different options that existed. Certain features and functionalities of the platform were 

chosen for further re-designing and development because the target audience was either 

less-motivated to engage with them or did not create the expected user experience for 

the participants. To achieve this, a hybrid combination of established user experience 

design and usability evaluation methods were applied as discussed in this paper e.g. 

participatory design, controlled experiment, heuristic evaluation, workshops or 

sessions, performance measure, thinking-aloud, observation, questionnaire and 

surveys, interview, focus group, and user feedback [42, 34, 72]. Future research, 

experiments and the following design stages of the Huzuni platform will further 

explore the theme of both usability and user experience in detail. 
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Abstract. Machine-Type Communication (MTC) is expanding rapidly
and is expected to play an essential role within the upcoming 5th
generation (5G) wireless systems. The main challenge in MTC is the
scalable and efficient connectivity for a massive number of devices which
fundamentally causes signaling overload in the random access channel.
Extended access barring (EAB) is one mechanism suggested by the 3GPP
for congestion control. The network activates or deactivates EAB through
a congestion coefficient. In this paper, we propose a realistic way to
implement the congestion coefficient so that EAB can operate and handle
congestion episodes in MTC scenarios. We study the performance of
EAB under different MTC traffic loads using our proposed congestion
coefficient implementation and evaluate the impact of the paging timing
on the EAB operation in terms of network key performance indicators
(KPIs). Numerical results show the accuracy of our method to implement
the congestion coefficient. In addition, we show that increasing the value
of the paging cycle configuration influence on the network performance
under EAB by improving the successful access probability at the cost of
longer access delay while reducing the number of preamble transmissions
in light-loaded MTC scenarios which translates in energy savings for
power-constrained MTC devices.

1 Introduction

Internet of Things (IoT) is one of the most transformative and disruptive
technologies of the upcoming wireless systems that has the potential to radically
change the world around us. It is predicted that 1.5 billion of IoT devices
use cellular connections by 2022 [10]. Machine-type communication (MTC)
is becoming the dominant communication paradigm for a wide range of
emerging IoT applications including healthcare, smart cities, smart grids, smart
transportation, and environmental monitoring. In this kind of applications a
vast number of devices are deployed aiming at provisioning ubiquitous services
with minimal (or without) human intervention. The 5th generation (5G) cellular
networks will be in charge of supporting this huge number of devices generating
sporadic small packets at random times. In this context, the random access
channel (RACH) is generally used to initiate the communication sessions, aimed
at delivering this kind of traffic.
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The RACH is accessed by means of a four-message handshake contention-
based procedure. First, the devices (named UEs herein) wait to the next random 
access opportunity (RAO) and sends a Msg1 using a randomly chosen preamble 
from a pool of available preambles. Msg1 is detected at the eNodeB if the 
preamble is chosen by just one UE in the current RAO; if not, a collision 
occurs. For each detected preamble, the eNodeB sends a random access response 
(RAR) message, Msg2, which includes one uplink grant, from a limited number 
of grants available. Msg2 is used to assign time-frequency resources to the UEs 
for the transmission of the connection request. UEs that received an uplink 
grant send their connection request message, Msg3, using the resources specified 
by the eNodeB. Finally, the eNodeB responds to each Msg3 transmission 
with a contention resolution message, Msg4. The interested reader is referred 
to [3,4,6,15] for further details. A fundamental issue is the efficient management 
of network resources in overload situations produced when many MTC devices 
react to the same event which results in signaling congestion in the RACH.

The 3GPP proposes the extended access barring (EAB) as one of the 
mechanisms for congestion control in current cellular systems [7]. EAB selectively 
restricts the attempts of UEs to access the RACH. Each UE configured for EAB 
is allocated an access class (AC) in the range 0–9. When the network determines 
that it is appropriate to apply EAB (by means of a congestion coefficient), it 
barres all UEs in a given set of ACs, and broadcasts a sistem information block 
type 14 (SIB14) containing a 10-bit barring bitmap. The barring is of simple 
on/off type, where access to each AC is either allowed or not. EAB may be 
effective whenever the congestion occurs sparingly and during short periods of 
time (in the order of a several seconds). This fact goes in line with the bursty 
traffic behavior of MTC described in [1].

In the literature, several studies address the EAB mechanism. On the one 
hand, there are studies that misinterpret the EAB behavior or do not conform 
with 3GPP specifications [11,12]. On the other hand, studies such as [9,13,14,16] 
analyze EAB mainly in terms of access success probability and access delay. In 
such studies, a practical way to implement the congestion coefficient remains 
unclear since the number of preamble transmissions is not known at the eNodeB.

In this paper, we propose a realistic method to implement the congestion 
coefficient for the proper functioning of EAB. Then, we conduct a thorough 
performance analysis of this mechanism and evaluate the impact of paging timing 
on EAB performance. Our main contributions are summarized as follows

– We implement and evaluate the EAB scheme in massive MTC scenarios
following the 3GPP directives for this kind of studies.

– We propose a method to estimate the congestion coefficient from the number
of used preambles at every RAO, which is effectively known at the eNodeB
so that our proposed solution conforms the network specifications [2, 4, 6, 7]
and can be successfully integrated into the system.

– We evaluate the impact of the paging timing on the EAB performance
in a realistic situation in which the congestion coefficient is estimated as
mentioned above.

Simulation results show that a limiting factor of EAB as defined by the 3GPP
is that, when a barred AC is released, its UEs initiate their access procedure in
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bursts of periodicity TSIB14. These bursts cause many preamble collisions during
the first RAOs, deteriorating overall performance. On the other hand, increasing
the paging cycle rises the successful access probability at the cost of longer access
delay while diminishing the number of preamble transmissions in light-loaded
MTC scenarios which results in energy savings for power-constrained devices.

The rest of the paper is organized as follows. In Section 2, we first present the
operation mode of EAB, then we propose a method to compute the congestion
coefficient used to turn on or off this mechanism and present the paging timing
according with current network specifications. In Section 3, we analyze in-depth
the performance of EAB in terms of network key performance indicators (KPIs)
and evaluate the impact of the paging timing. Finally, in Section 4 we present
our conclusions.

2 Extended Access Barring Mechanism

In the following, we first present the operation mode of EAB. Then, we propose
a method to implement the EAB congestion coefficient for its proper functioning
and present the paging timing for information update.

2.1 EAB operation mode

EAB is activated when congestion is detected. For this purpose, the 3GPP defines
a congestion coefficient (CCW ) for a moving time-window of W ms, as detailed in
Section 2.2. With a periodicity given by a modification period parameter, CCW s
are used to update the EAB state. If CCW for W = 1000 ms exceeds 0.4, EAB is
turned on and all ACs except one are barred. From here, every time that CCW

for W = 500 ms is under 0.4, barring state is released for one AC. The release
of ACs proceeds in cycle order until all ACs are unbarred. Then, if CCW for
W = 1000 ms is under 0.2, EAB is turned off.

The SIB14 contains the bitmap of barred ACs; the eNodeB broad-
casts messages containing SIB14s with a periodicity of TSIB14 ∈
{80, 160, 320, 640, 1 280, 2 560, 5120}ms [7]. Every time the bitmap has to be
changed, the eNodeB notifies it to the UEs through a system information change
parameter contained in the paging messages [8]. Paging messages are sent at
specific radio frames and subframes, namely paging frames (PF )s and paging
occasions (PO)s, within a paging cycle (TP ). UEs in idle state wake up at their
respective PO and read the paging message. UEs calculate their POs from their
local identifiers, in order that the POs of the different UEs are distributed homo-
geneously throughout TP (see Section 2.3). When a UE reads a paging message
with system information change set to on, it reads the next message containing
the SIB14. To make sure that all UEs are notified of all changes and have a
chance to update their EAB information, the modification period is set to the
maximum of TP and TSIB14, and changes on the bitmap are notified when they
are produced but the SIB14 update is delayed up to the next modification pe-
riod. When a UE has to access to the RACH, it checks its barring state from
the bitmap contained in the latest updated SIB14.
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2.2 Congestion Coefficient Implementation

The CCW is defined as [17]

CCW = 1− nRARW

nPTW
, (1)

where nRARW is the number of RARs sent during W ms and nPTW is the
number of preamble transmissions during W ms.

To calculate CCW and therefore update its value at every RAO, the eNodeB
would need to know the number of preamble transmissions at each RAO. But
in the commonly assumed collision model defined by the 3GPP, this number is
unknown, because those preambles transmitted by more than one UE are not
decoded. Therefore, the value of nPTW defined in (1) should be estimated from
the number of preambles used (by at least one UE) at each RAO. In our study,
we have obtained this estimation as follows.

Let Yj(i) ∈ {0, 1} be the random variable that denotes the transmission of
preamble j at RAO(i) given that the total number of preamble transmissions at
RAO(i) is nt(i). Then, Yj(i) = 0 when the preamble j has not been transmitted
by any UE at RAO(i), and Yj(i) = 1 otherwise. Its probabilities are

{
P{Yj(i) = 0} =

(
1− 1

R

)nt(i)
,

P{Yj(j) = 1} = 1−
(
1− 1

R

)nt(i)
,

(2)

where R is the number of available preambles, and

E{Yj(i)} = 1−
(

1− 1

R

)nt(i)

. (3)

Then, the number of used preambles at RAO(i), nu(i), is

nu(i) =
R∑

j=0

Yj(i), (4)

and its expected value is

E{nu(i)} = R

[
1−

(
1− 1

R

)nt(i)
]
. (5)

Since nu(i) is known at he eNodeB, and assuming that E{nu(i)} changes slowly,
it can be estimated from a short term time average of nu(i). Let n̂u(i) be an
estimate of E{nu(i)} at RAO(i) obtained by exponential smoothing of nu(i),

n̂u(i) = α n̂u(i− 1) + (1− α)nu(i), (6)

with α < 1. Finally, from Eq. (5), the estimated value of the number of
transmitted preambles used to calculate CCW is

nt(i) =
log
(

1− n̂u(i)
R

)

log
(
1− 1

R

) . (7)
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Fig. 1. CCW operation. NM = 30 000; (TP , TSIB14) = (2560, 320) ms.

We have checked through simulations that the values of CCW obtained
by means of this estimator are very close to those obtained using the real
number of preambles transmitted. Fig. 1 illustrates an example of the values
of CCW for W = 1000 ms during a congestion episode induced by the MTC
traffic benchmark described in Section III with NM = 30 000 MTC UEs arrivals
and (TP , TSIB14) = (2560, 320) ms. The CCW obtained from the estimated
number of transmissions is compared with the obtained from the exact value
of transmissions. As can be seen, the error in the estimated CCW is minimal.

2.3 Paging Timing

The UE can be in two RRC states: connected or idle. The UE is in connected
state after successfully performing the random access procedure. The UE is
in idle state during inactivity periods and may use DRX to reduce power
consumption and receive system information changes notifications from the
eNodeB. In idle state, the DRX cycle can be allocated by either the upper
layers or the eNodeB. If it is allocated by the upper layers, the DRX is specific
per UE, and a specificDRX value is set. Otherwise, the DRX cycle is allocated
by the eNodeB through the paging cycle parameter and the defaultPagingCycle,
broadcast through SIB2, is set. Note that a UE can also use a extended DRX
value, eDRX , 512 radio frames.

The paging message is used to inform UEs in idle state about a change
of system information and/or provide notifications such as the Earthquake
Tsunami Warning System (ETWS). The eNodeB initiates the paging procedure
by transmitting the paging message at the UE’s paging occasion, PO, as specified
in [8].

The exact timing of the paging message for both eNodeB and UE is a function
of two parameters: PF , and PO. One PF is one radio frame, which may contain
one or multiple POs. When DRX is used, the UE needs only to monitor one PO
per DRX cycle.
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Table 1. Subframe Patterns for PO mapping [8]

Ns PO
when
i s = 0

PO
when
i s = 1

PO
when
i s = 2

PO
when
i s = 3

1 9 N/A N/A N/A
2 4 9 N/A N/A
4 0 4 5 9

For computing above parameters, let TP be the paging cycle used in the
system as

TP , min(defaultPagingCycle, specificDRX). (8)

Note that if eDRX is used by the UE, TP = 512 radio frames.
Then, PF is given by the following equation

PF = (SFN mod TP ) = (TP div N) ∗ (UEID mod N), (9)

where SFN is the system frame number, N = min(TP , nB) indicates the number of
PF s within the paging cycle, nB ∈ {4TP , 2TP , TP , TP

2 ,
TP

4 ,
TP

8 ,
TP

16 ,
TP

32 ,
TP

64 ,
TP

128 ,
TP

256}
is broadcast in SIB2, and UEID = IMSI mod 1024; IMSI is the international mo-
bile subscriber identity given as a sequence of six up to 21 digits.

Accordingly, the parameter PO is mapped using Table 1 and the index i s
computed as

i s = bUEID/Nc mod Ns, (10)

where Ns = max(1, nB/TP ) indicates the number of POs per PF .

3 Performance Analysis

A single cell environment is assumed in which the access requests of MTC UEs
follow a Beta(3, 4) distribution over a period of 10 s, according to the traffic
model 2 specified by the 3GPP in [1]. This traffic model can be seen as an
extreme scenario in which a vast number of MTC UE arrivals (ranging from
5 000 to 30 000) occur in a highly synchronized manner (e.g., after an alarm that
activates them).

We measure three network KPIs, namely the probability to successfully
complete the random access procedure, Ps; the mean number of preamble
transmissions needed by the UEs to successfully complete the random access
procedure, K; and the access delay (mean and percentiles) of the successful
accesses, D. These KPIs are in conformance with the 3GPP directives [1] to
assess the efficiency of the LTE-A random access procedure with MTC.

To obtain the above KPIs, we developed a discrete-event simulator that fully
reproduces the behavior of UEs, eNodeB, and RACH during the random access
procedure. We assume a typical PRACH configuration, prach-ConfigIndex 6 [5],
where the subframe length is 1 ms and the periodicity of RAOs is 5 ms. R = 54
out of the 64 available preambles are used for the contention-based random
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(a)

(b)

(c)

Fig. 2. UE access attempts. (a) TP = 640 ms. (b) TP = 1280 ms. (c) TP = 2560 ms.
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(a)

(b)

(c)

Fig. 3. Key performance indicators. (a) Successful access probability. (b) Preamble
transmissions. (c) Access Delay.
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access procedure and the maximum number of preamble transmissions of each
UE, preambleTransMax, is set to 10. Additional system configuration parameters
can be found in [15, Table III].

First we show in detail how the standard EAB mechanism handles congestion
episodes. Fig. 2 plots the temporal distribution of preamble transmissions
during a congestion episode of NM = 30 000 MTC UEs and (TP , TSIB14) =
({640, 1280, 2560}, 320) ms. It can be seen that, when congestion builds up, at
t ≈ 4 s, EAB is enabled. Then, ACs start to be unbarred, one at a time, with
a periodicity of modification period = TP . Every time that an AC is unbarred,
a number of UEs access the RACH in bursts of periodicity TSIB14 = 320 ms.
Each burst corresponds to those UEs whose POs are between two consecutive
broadcasts of the SIB14; these UEs access the RACH simultaneously because
they update their SIB14 simultaneously. As the TP configuration value increases,
the time required to relieve a congestion episode is longer (e.g., with TP =
2560 ms, the network handles NM = 30 000 access requests in ≈ 37 s whereas
≈ 19 s are required with TP = 640 ms.)

In Fig. 3, we present the network KPI results for different configurations
of TP . Considering feasible parameter values in the LTE-A standard, we tested
several configurations for the combination of TP and TSIB14 and we verified that,
as in [9,17], combinations in which TP < TSIB14, result in very poor performance
in terms of Ps (we omit these results because of lack of space). Hence, we show the
results for TP ∈ {640, 1280, 2560}ms and TSIB14 = 320 ms. In Fig. 3a, we can see
that the access success probability increases as the TP duration increases. This
is because the greater the TP , the greater the number of information updates per
TP , which results in lower intensity of the traffic burst after each SIB14 update.
However, the cost of increasing TP is that ACs are unbarred at a slower rate
(one AC per TP ), thus increasing the access delay as can be seen in Fig 3c. In
terms of expected number of preamble transmissions, increasing TP reduces this
metric particularly in light-loaded scenarios (i.e., NM < 16 000) thus decreasing
the energy consumption; however, in heavy-loaded scenarios (i.e., 16 000 ≤ NM )
this metric increases gradually as TP increases; this is because the delay caused
by the paging mechanism: long paging cycle limits the performance of the barring
phase. As a result, some devices cannot receive the EAB updated information
on time and their accesses will probably fail; therefore, they should start the
access attempt again.

To sum up, increasing TP rises the successful access probability at the cost
of longer access delay while diminishing the number of preamble transmissions
in light-loaded MTC scenarios which translates in energy savings for power-
constrained MTC devices.

4 Conclusion

In this paper, we have proposed a practical method to implement the
congestion coefficient used by extended access barring for handling congestion
in massive machine-type communication scenarios. Through extensive discrete-
event simulations, we analyzed the EAB scheme using our proposed congestion
coefficient implementation and studied the impact of the paging timing on the
performance of EAB. Numerical results show that setting a higher paging cycle
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value increases the successful access probability in the network at the cost of
longer access delay while diminishing the number of preamble transmissions in
light-loaded MTC scenarios. This results in energy savings that is useful for the
rather power-constrained devices in MTC applications.
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Abstract. Background: There is an increasing trend on using support systems for im-
proving the quality of life (QoL) of people with concrete diseases such as diabetes, 
cholesterol, cancer among others. This review is focused on cancer, especially in mul-
tiple myeloma, where almost all support systems are focused in a unique aspect, such 
as nutrition, education or physical activity. Purpose: To determine the features of newly 
support systems for cancer patients, in order to improve patient care. Data sources: 
PUBMED, GoogleScholar, Annals of Oncology, European Journal of Oncology and 
Blood since January 2010. Study selection criteria: Researchers independently screened 
reports to identify studies published in English or Spanish of support systems for cancer 
patients which described sort of educational programs or nutritional and physical as-
sessments as main determinant in the supportive treatment. That were implemented in 
clinical settings, carried out an educative strategy or reported nutritional, physical, func-
tional and psychosocial status outcomes. Data extraction and synthesis: Of the 348108 
articles that were found containing the combinations of keywords in any of their fields 
in any date, 68 were selected by means of filters of publication dates (2010-2018) and 
criteria of keyword searching fields (Title/Abstract). Post-duplicates elimination, 66 
articles were screened and only 12 of them were preferred as relevant, fitting the inclu-
sion-exclusion requirements. Its exhaustive analysis revealed that a total of 8 studies 
(67%) focused their support field on assessing QoL or Symptom burden; at least 5 stud-
ies (41.8%) measured nutritional status, physical activity and patient knowledge; only 
3 studies (25%) evaluated emotional status. On average, trials considered at least 3 of 
these items. A comparative of PICOS parameters is attained for 10 studies (83.3%) 
which offered quantitative outcomes, therefore researcher obtained data about study 
design, participants’ characteristics, patient assistance, intervention modalities and out-
comes. Conclusion: None selected study address patient support from all approaches 
described. The nutritional follow-up systems and disease education programs are high-
lighted as essential core of effective support systems. Funding source: Publication made 
within the framework of the project Diseño de servicios para mejora del factor humano 
en pacientes con Mieloma - NuMielo funded by the Comisión Mixta de Evaluación 
Ayudas UPV-LA FE 2017 
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1   Introduction 

1.1   Background 

Multiple Myeloma (MM) is a clonal plasma cell disorder responsible of 1% of all 
cancers and 10% of hematologic malignancies [1]. The second most common hemato-
logic malignancy, it is an estimated worldwide incidence of 114,000 new cases and 
80,000 deaths in 2012 [73]. In the United States (US), the estimated annual incidence 
in 2015 was 26,850 new cases and 11,240 deaths [74]. In Europe, the estimated annual 
incidence in 2012 was 38,900 new cases and 24,300 deaths. 

Multiple myeloma is largely a disease of older people. The median age at diagnosis 
is 69 years, and approximately 2/3 of people are over age of 65 at the time of diagnosis 
[75], [2] whereas average survival is approximately 5-7 years, it varies depending on 
host factors, tumour burden (stage), cytogenetic abnormalities and response to therapy 
[3]. The incidence of MM is increasing slowly; this may be related to an aging popula-
tion, as well as to increasing obesity rates. However, deaths from MM are decreasing 
year-on-year: the 5-year survival rate in the US was 27% in 1975 compared to 53% 
from 2008 to 2010 [76], and in Europe was approximately 40% between 2006 and 2008. 

 Local MM treatments consist in multiple cycles of radiation therapy or surgery, which 
are more likely to be useful for earlier stage cancers. For more advanced cancer drug 
therapy, biophosphonates therapy, stem cells transplant and supportive treatments or a 
combination thereof accounts for the systemic treatments commonly used. The MM, 
its related-treatment side-effects and extended hospital stays reduce quality of life 
(QOL) due to the increased immobility, the physical deconditioning and weakness [4] 
[77] [79] and the loss of appetite and worsening of nutritional status.  

In MM health care, symptoms of the disease, as well as related-treatment side ef-
fects, are addressed with the palliative care treatments. Nevertheless, support systems 
aimed at empowering the patient and recovering its QoL are founded on integrated care 
methodologies on diverse domains: educative, nutritional, symptomatology, physical 
and emotional status [78]. 

Research has shown that both, educative and coaching programs present positive 
effects in patient’s attitude towards overcoming the disease. It is considered that mon-
itoring nutritional and symptomatology status of the patient will provide relevant clin-
ical information [80]. Furthermore, the visualization of the user results will enhance 
system adherence and increase the patient empowerment. It is hoped that clinical ther-
apies combined with support systems will result in a quality care aid for the multiple 
myeloma patient. A logic model for Support System and QoL outcomes can be seen in 
Figure 1. This model shows a graphic representation of the potential mechanism of 
action for improving cancer patients’ life. It was taken into consideration for carrying 
out the systematic review and focusing it on specific knowledge targets. 
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Fig. 1. Logic Model for Support System and QoL Outcomes. 

 

1.2 Objectives 

In order to check the most effective cancer support systems used from 2010 to date 
PRISMA guidelines are followed. Given the vast heterogeneity of supporting care sys-
tems in cancer, this review focuses on searching support systems for cancer patients 
driven at medical institutions which assessing patient nutritional status or leading an 
educational strategy. Selected studies are evaluated following PICOS methodology and 
the impact that these systems have on patients’ QOL, the domain of intervention, and 
the patient assistance are parameters compared among all the studies. Accordingly, this 
meta-analysis search to submit the optimal support system for multiple myeloma pa-
tients. 

2   Methods 

2.1   Protocol  

The methodology employed for this systematic review follows the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses (PRISMA) statement for reporting 
systematic reviews that evaluate health care interventions [5]. In addition, the PRISMA 
reporting guidelines [6] has been consulted for writing this paper. 
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2.2 Information Sources and Search 

The search was conducted in PubMed and GoogleScholar databases and in the journals 
Annals of Oncology, European Journal of Oncology and Blood, including every article 
since 2010. The search took place from the 6th to the 8th of June 2018. Selected key-
words were: (1) Cancer AND Nutrition AND Education for patients, (2) Cancer AND 
Nutrition AND Empowerment, (3) Myeloma AND Nutrition AND Support, (4), Mye-
loma AND Nutrition AND Smartphone. All the studies that included one of these com-
binations of keywords in their title or abstract were selected to further inspection.  

 

Table 1. Search criteria in the different scientific databases. 

Keywords/ 
Databases 

PubMed Google 
Scholar 

Annals of 
Oncology 

European Journal of 
Oncology  

Blood – American Soci-
ety of Haematology 
Journal 

 
Cancer AND Nutrition 

AND Empowerment 
 

“abstract, title” “title” “title” “abstract, title” “abstract, title” 

Cancer AND Nutrition 
AND Education for pa-
tients 

 

“abstract, title” “title” “title” “abstract, title” “abstract, title” 

Myeloma AND Nutri-
tion AND Support 

 
“abstract, title” “title” “title” “abstract, title” “abstract, title” 

Myeloma AND Nutri-
tion AND Smartphone 

 
“abstract, title” “title” “title” “abstract, title” “abstract, title” 

 
 

2.3   Eligibility Criteria and Study Selection 

Inclusion and exclusion criteria was defined for the systematic review, so the studies 
included must meet at least one of the inclusion criteria and none of the exclusion. The 
inclusion criteria are: (1) the study describes a support system for cancer patients, (2) 
the study describes an educational strategy for cancer patients, (3) the main object of 
the study is cancer patients’ nutrition. The exclusion criteria are: (1) the study is not 
written in English or Spanish, (2) the main beneficiaries of the study are not cancer 
patients, (3) the study does not include a support system, (4) the study is not developed 
or validated in a health organization or health facility. These criteria are chosen as it is 
the most related with the main research question. The identification and further selec-
tion of papers was guided by the PRISMA flow diagram [5], to properly remove those 
who were duplicated or irrelevant according to eligibility criteria.  
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2.4   Data Items Collection Process 

The following items were collected for all papers that fitted eligibility criteria: (1) title, 
(2) assistance modality, (3) assistance frequency (4) cancer kind, (5) users involved, (6) 
number of patients, (7) evaluated parameters during the study, (8) evaluating method, 
(9) results. This data was collected independently by some authors and then cross 
checked for consistency.  

2.5 Synthesis of results 

The results will be organized in a summary table where the main topics will be shown 
(Table 1). The parameters of papers (Table 2) which describe sort of similar support 
systems will be compared amongst them, as most of them described quite different 
systems. Chosen parameters could seem very generalist but that allows a comparison 
between the studies.  

3. Results 

3.1 Study Selection 

The general search included all the published articles that collected the defined key-
words in their content resulted in 348.108 findings in any date. As cancer is a popular 
topic, the clear majority of these papers only mentioned cancer in their introduction or 
in their conclusion, so they were not working directly in cancer. Those papers that did 
not include any of the four before-mentioned combination of keywords in their title or 
abstract were removed, as the papers published before 2010. After that, there were only 
68 articles left. At this point, the number of studies were sixty-six, after deleting dupli-
cations. Then, inclusion and exclusion criteria were applied to screen them and obtain 
the essential evidence. After that, fifty-four studies were excluded and twelve were as-
sessed for eligibility. Finally, ten of them were selected for a quantitative analysis and 
seven were selected for a qualitative analysis due to the parameters assessed in each 
study. All the process was guided by the flow diagram proposed by PRISMA statement 
[5] and it can be seen in Figure 2. 
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Fig. 2. Four-phase PRISMA flow diagram, already filled. 

3.2 Characteristics of Included Studies 

The included studies resulted focused on emphasizing patient’s QoL by carrying out 
four different care approaches or a combination of them, these were: (5) nutritional 
status, (8) symptomatic burden/therapy-related side-effects, (5) physical activity, (3) 
emotional well-being, (5) disease understanding and self-management, (8) quality of 
life. On average, these studies analysed at least 3 of these items. A total of 10 (83.3%) 
assessed clinical quantitate outcomes, of which 6 collected qualitative outcomes; 2 
(16.7%) studies showed only qualitative evaluations. The participant samples included 
adult populations that were cancer patients, 5 trials included myeloma, lymphoma and 
hematological malignancies participants, 2 consisted of cancer survivor’s participants, 
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and 5 conformed by general cancer participants. The assistance methodologies fol-
lowed are classified as (1) Training sessions, (2) Distance assistance and (9) Educa-
tional meetings or symposiums, both of which required attendance. In general, training 
programs and digital care systems were carried out during the chemotherapy treatment, 
even lasting between 3 to 9 months with high and continue frequency of patient care 
assistance, while educational programs implemented as short talks or arranged sessions 
lasted few weeks. 

 

3.3 Individual Results 

A summary of the main topics of each study can be seen in Table 1. Almost every 
paper has QoL as one of their main topics, and they are usually focused in 3-4 different 
fields, such as the followings:  

3.3.1 Physical Activity 

Four studies included physical activity therapies or the assessment of movement coor-
dination. The immobility associated to chemotherapy and lymphoma/myeloma pa-
tients’ balance control were improved with exercise programs consisting of sensorimo-
tor-, endurance-, strength- training. The sensorimotor training developed by F.Streck-
mann et. al is the only study in this review to directly test motion tasks [7]. Several 
studies provide care systems in which monitoring physical activity is combined with 
other supportive therapies. Following-up the physical activity of the patient receiving 
palliative care takes part of rehabilitation and education programs implemented on a 
mobile care system with self-monitoring features [7]. Similarly, the enrolment to mo-
bile health apps allow patients to communicate in real time with health providers to 
receive complete health coach and set small weekly goals. This supportive health tool 
reported satisfactory improvements on patients’ QoL, particularly among physical, 
functional and emotional domains. [9] Despite of the previous results, physical fitness 
reveals no significant score at multidisciplinary education program based on decrease 
fatigue in lung cancer patients. [10] 

Overall, physical activity contributes to better physical well-being, as long as exer-
cise routine is established, and it’s combined with other supportive therapies. 

 

3.3.2 Symptom Burden 

In total, eight studies included the assessment of patients’ symptom burden. This is 
usually an additional barrier for patients that suffer such a complicated disease like 
cancer. For the first study, [7] it is demonstrated that following an exercise program 
during cancer therapy period could reduce side-effects. Moreover, complementary and 
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alternative medicine (CAM) based on nutrition, exercise, herbs, psychological, social 
and spiritual health, aromatherapy, massages, acupuncture or music showed their pos-
sibilities as complements to conventional cancer therapies by proving symptoms’ re-
duction after their application. [11] Additionally, educational programs about self-care 
on lung cancer patients could improve fatigue levels as shows. [11] That is not the only 
example of applying education for reducing side-effects, [12] manifests that multimedia 
information could be another way to improve patients’ education about managing nu-
trition-related chemotherapy side-effects. Another study showed that a follow-up of 
colorectal cancer patient’s nutrition highly reduces radiotherapy toxicity, the principal 
side-effects of radiotherapy. [13] Also, new technology tools such as smartphone could 
be an option for complementary therapies. In fact, [9] Chen C.E. et. al study shows that 
a virtual smartphone-based health coaching significantly improves physical and func-
tional domains of cancer patients after chemotherapy. On the other hand, educational 
symposium could not be enough to make a significant improvement on knowledge 
about side-effects, [14, 15] although this knowledge should be increased to insure a 
complete assistance.  

To sum up, cancer side effects could be faced from different scope, however the 
most economical and feasible option may be an educational system that support the 
cancer patient using new technologies. 

3.3.3 Disease Understanding and Self-management 

Educational intervention has two main purposes: to deepen disease knowledge and to 
change lifestyle to perceive benefit of nutrition and physical activity, self-efficacy in 
handling side-effects. Both goals are pursued in the Lawn S. et al. study [16] with a 
tailored 12-week intervention to determine optimal strategies for achieving self-man-
agement-based nutrition and physical activity for cancer survivors with fortnightly pro-
gress reviews showed a trend toward significant improvement in self-management ca-
pability and psychological impact. Shorter educational interventions are found as useful 
as long-term programs about increasing patient knowledge. Thompson J. et. al [12] 
measured the impact of an early education multimedia intervention in managing nutri-
tion and related chemotherapy side-effects which reveal significant changes in per-
ceived health beliefs. Leslie Padrnos et. al [14,15] through implementing an educational 
symposium and the evaluation of patients' quality of life before and three months after 
the symposium has also confirmed that improving the patient's knowledge deficit on 
cancer has its effect on the quality of life and health care compliance of the patient. 
Educational programs for post-transplant patients and their caregivers were helpful to 
increase knowledge of care and precautions that are required post-discharge as well as 
coping with life after transplant and positively evaluated. [17] 

The aim of educational talks or coaching meetings is to enhance self-management 
and empower the patient through providing powerful information about how to battle 
related chemotherapy side-effects and handle their daily routine. Education interven-
tion provides health and psychosocial benefits, it betters the mindset and attitude of the 
patient towards the disease and ultimately, his quality of life. 
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3.3.4 Emotional Well-being 

In general, cancer treatments are probably one of the most complicated medical proce-
dures that a patient must face. However, not enough attention is paid to emotional prob-
lems related to this illness. Complementary and alternative medicine can take part in 
the Marchand L trial [11] by improving emotional well-being through physical exer-
cises and mindfulness-based stress reduction programs. Some of the cancer patients 
usually suffer depression, caused by the suffering associated to this illness. Moreover, 
this problem is not as easy to get over as others, a simple education program cannot 
improve a depression status on these patients. [10] However, a more constant follow-
up could improve these situations, as [9] showed. 

 

3.3.5 Nutritional Status 

Questionnaires for assessing the cancer patients’ nutritional status allow health care 
providers or dietitians to determine the overall risk of malnutrition and to change the 
patients’ dietary intakes to improve their health status. Pei-Chun Chao et al [18] have 
determined a 4 steps strategy-based MUST to improve dietary intake in cancer patients. 
As first step, the Malnutrition Universal Screening Tool (MUST) scores the risk of 
malnutrition of the patient as 0, 1 or 2. Next steps are about Nutritional assessment, 
Nutritional intervention and Nutritional monitoring, which allows measuring and com-
paring different levels between before and after nutrition education of patient’s energy 
and protein intake. The study of a long-term follow-up randomized controlled trial of 
individualized nutritional therapy conducted by Ravasco P et. al [13] conveys the ef-
fectiveness of early individualized nutritional counselling and education at improving 
long-term prognosis in colorectal cancer. Clear evidences are obtained of the Thomp-
son J et. al pilot study [12] which endorse primarily to increase skills related to manag-
ing nutrition-related chemotherapy side effects as useful component of counselling ser-
vices for those patients and Wangnum K et. al [10] relates, among other causal factors, 
the nutritional status of lung cancer patients with their fatigue side-effect. Latest mobile 
health app for cancer patients includes nutrition support as one of major clinical goals 
to be monitored. Sog JY et. al [8] based its screening nutrition tool on the PG-SGA 
questionnaire.  

In summary, it is strongly supported that an effective measure to bring about favor-
able prognosis in chemotherapy patients and cancer survivors is to provide nutritional 
intervention and education. 
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3.3.6 QoL 

Most of the systems that are assessed take into consideration the relevance of the quality 
of life among cancer patients. For instance, it is confirmed that exercise trainings could 
improve patient’s quality of life by reducing immobility, muscular deconditioning and 
loss of physical control. [7] Besides, complementary therapies are another option for 
improving the quality of life of these patients. Another study reveals that a good nutri-
tion with controlled exercise increases QoL as well as mindfulness-based stress reduc-
tion program could help patients with breast cancer who are post-surgery, chemo and 
radiation therapy. [11] Music therapy and acupuncture has exhibited improvements on 
quality of life parameters of cancer patients. There are different points of view for de-
veloping new methodologies for facing low quality of life, in fact, some studies based 
their methodologies on new technologies. [8] In this case, they developed a mobile care 
system that offers a self-monitoring app that facilitate the patients’ assistance. Other 
study considers the self-management a crucial point for increase the survival by ad-
dressing nutrition and physical activity needs. [16] In this way, it was obtained an im-
provement in quality of life. Paying individualized and personalized attention to this 
patient could be another crucial point, therefore individualized follow-up of nutritional 
therapy on these patients significantly increases their quality of life. [13] Joining coach-
ing and new technologies (smartphones), it is proved that digital health coaching may 
help post hematopoietic stem cell transplant patients improve QoL. [9] Besides, it 
should be considered the relevance of being informed about cancer to ensure a mini-
mum QoL. [14,15] 

In conclusion, exercise, a good nutrition, education and following-up either by tra-
ditional or technological methods could make a difference in improvement of quality 
of life in cancer patients. 
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Table 2. Main topics of each study. 

Ref-
erence 

Disease understanding 
and self-management 

Emo-
tional 

well-be-
ing 

Nutri-
tional sta-

tus 

Physical Ac-
tivity 

QoL Symptom burden 

7    x x x 
8   x x x  
9  x  x x x 
10  x x x  x 
11  x   x x 
12 x  x   x 
13   x  x x 
14 x    x x 
15 x    x x 
16 x   x x  
17 x      
18   x    

Total 5 3 5 5 8 8 
 

 

Table 3. Parameters of each study. 

 
Ref-

erence 
Assis-

tance mo-
dality 

Assis-
tance fre-
quency 

Cancer 
kind 

Users in-
volved 

Num-
ber of 

patients 

Evaluated 
parameters dur-

ing the study 

Results 

7 On-site 
assistance: 

1-hour 
sessions. 

Twice 
a week, 36 

weeks. 

Lym-
phoma 

Patients, 
sport super-
visors and 

physiothera-
pists 

122 QoL , re-
sistance, 

strength and 
motor coordina-
tion and reduc-
tion of side ef-

fects 

The exercise program 
has had a positive impact 

on the QoL increase of pa-
tients during the whole 

therapy, although this im-
provement cannot be at-

tributed to the improvement 
of the PNP or loss of bal-
ance control. Reducing 

pain, increasing sensitivity, 
reducing loss of balance 
control and reducing the 

risk of falling considerably 
increases QoL, allows dose 
reduction or even admin-
istration of a looser phar-

macological therapy and in-
creases survival. 

8 Tele-
medicine 
assistance 

Daily, 
4 months 

Colon 
and stom-
ach cancer 

Patients, 
6 oncolo-
gists, 1 
nurse, 2 

physiolo-
gists and 2 

nutritionists 
specialized 
in cancer 

203 QoL, physi-
cal activity, risk 
of malnutrition 
and stress and 

satisfaction lev-
els of the pa-
tient with the 

developed sys-
tem (Likert 

scale) and the 
response to 

These remote assistance 
and monitoring systems can 
maintain the quality of con-

tinuous daily care for pa-
tients with long-term chem-

otherapy or early chemo-
therapy and provide accu-
rate information based on 
clinical and professional 
knowledge. Patients can 
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clinical 
measures 

easily access varied infor-
mation related to cancer 

and health experts provide 
information in real time 

based on experience. The 
online management of can-
cer patients with a mobile 

application is demonstrated 
and the quality of their in-
terfaces and contents moti-
vates the patient, empowers 
them in their treatment and 
increases their quality of 

life. 
9 Mobile-

app 
Daily 

for 3 
months 

50% 
myeloma, 
20% lym-

phoma, 
30% he-

matologi-
cal malig-

nities 

Patients 
and health 
coaches 

62 QoL and 
number of mes-
sages with their 
virtual adviser 

68% of the patients sent 
at least one message to the 
advisor, with an average of 
29 messages sent from the 
patient to the advisor in the 

3 months that follow-up 
lasts. The results of the test 
improved considerably after 

counseling with 27% in 
physical well-being, 53% in 
functional well-being and 

40% emotional well-being. 
10 On-site 

assistance 
Once 

consulta-
tion each 
2 weeks 
during 9 
weeks + 
initial 

consulta-
tion. 

Lung Patients 
and nurses 

 60 The average level of fa-
tigue of the group receiving 
education on self-care was 

a point lower than the mean 
of the control group. The 

results of the nutritional sta-
tus were better for the 

group that followed the 
self-care program than the 

group that did not, however 
the results of weight, albu-
min, physical form and de-
pression were not signifi-
cantly different between 

both groups. 
11 Alterna-

tive 
medicine 
sessions 

Depend-
ing on the 
therapy 
and the 
length of 
the 
standard 
treat-
ment 

Any Patients 
and pro-

fessionals 
depending 

on the 
therapy 

85 Wellness 
(mental, emo-

tional and 
symptomatic) 

and QoL 

The results of the survey on 
the characteristics of the pa-
tients who followed the CAM 
therapy were compared with 

the results 6 months later. The 
results indicated that infec-

tions and hospitalizations were 
significantly reduced with the 
use of CAM. Many CAM thera-
pies such as music, aromather-
apy, exercise, relaxation, and 
mindfulness practices were 
cheap, accessible, effective, 
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and easily incorporated into 
the holistic and integrated into 

treatment plans in conven-
tional cancer centers and in 

palliative care services 
12 15 

minutes 
video 

on-site 
and bro-
chure to 

take 
home 

Unique Any Recently 
diagnosed 
patients 

14 Knowledge 
about chemo-
therapy and 

health 

The score in the four items 
on knowledge increased signifi-

cantly in the two weeks after 
watching the DVD. This shows 
that a DVD on the nutritional 

effects of chemotherapy along 
with a brochure on the subject, 

increases short-term 
knowledge. No significant dif-
ferences were found on the 

opinion of the importance of 
nutrition or the belief of being 
responsible handling side ef-

fects. The patients showed sig-
nificant increases in the effi-
cacy of themselves perceived 

after the nutritional education 
with respect to the starting 

point. They also showed an in-
crease in perceived knowledge 
and skills related to the man-
agement of the side effects of 

chemotherapy. This means 
that the DVD and the booklet 
could provide a benefit in im-

proving confidence when deal-
ing with these side effects. 

13 On-
site as-
sistance 

Un-
specified 

Any Patients, 
nutrition-
ists and 

health pro-
fessionals 

37 Daily pro-
tein and en-
ergy require-
ments, adher-

ence to the 
regulated diet, 
treatment tox-
icity and qual-

ity of life 

This study concludes the ef-
fectiveness of nutrition in the 
long-term diagnostic improve-

ment of colorectal cancer if 
early and individualized nutri-
tional counseling is offered to 
the patient during radiother-

apy. 

14 Sym-
posium 

Unique Hema-
tological 

malignan-
cies (50), 
multiple 
myeloma 
(24), lym-

phoma 

Patients 
and 

coaches 

79 Knowledge 
about the dis-
ease, symp-
toms burden 

and QoL 

The topics of knowledge 
with higher results (more 
knowledge) were: illness 

(80%), screening tests (74%), 
and monitoring tools (72%). 

The topics of least knowledge 
were financial management 
(13%), legal problems (13%) 
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(17), leu-
kemia (6), 
myelopro-
liferative 
neoplasia 
/ myelo-

dysplastic 
syndrome 
(3), solid 
tumors 

(77) 

and pain management (35%). 
There was a significant in-

crease in the understanding of 
disease (from 80% to 92%), in 
treatment options (from 60% 

to 76%), nutrition (from 68% to 
84%) and legal problems (15% 

to 32%) ). 

15 Sym-
posium 

Unique Mye-
loid dis-
eases, 

myeloma, 
lym-

phoma, 
chronic 
lympho-
cytic leu-

kemia, 
breast 
cancer, 

lung can-
cer, cuta-

neous 
malig-

nancy, co-
lon cancer 
and pros-
tate can-

cer 

Patients 
and 

coaches 

115 QoL Most of the attendees un-
derstood their illness a little 

(54%) or a lot (29%). The ma-
jority of the respondents 

showed at least a little under-
standing about treatment op-
tions (84%), symptomatology 
(74%), screening modalities 

(83%) and side effects of can-
cer (71%). Those interviewed 
showed less knowledge about 

their illness about related 
stress (49%), risk factors (49%), 
management of illness related 

to fatigue (41%) and legal 
problems related to illness or 

treatment (27 %). 

16 On-
site as-
sistance 

De-
pending 
on the 
patient 

Any Patients, 
caregivers 
and family 
members 

25 QoL and 
self-suffi-

ciency. 

Survivors of cancer, in the 
active phase of treatment or in 
its later phase, found this pro-
gram acceptable to help carry 
out its nutritional and physical 
activity objectives according to 

the interviews and the ques-
tionnaires and the anthropo-

morphic results. 
17 Educa-

tion 
face-to-
face and 
printed 
copies 

Once a 
month 

Mye-
loma 

Patients, 
caregivers 
and family 
members 

138 
at-

tendees 

Usefulness 
of the given in-
formation, pa-
tient safety at 
discharge and 

suggestions for 
improvement 

The post-transplant educa-
tion groups improved the edu-
cation of patients and caregiv-
ers, increasing their confidence 

and knowledge and has be-
come a useful tool in group ori-

entations. The patients and 
caregivers suggested adding a 
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dietitian which was considered 
for the improvement of the nu-
tritional information provided. 

18 On-
site as-
sistance 

Un-
specified 

Any Patients, 
caregivers, 
nurses and 

dieti-
tians/nu-
tritionists. 

444 BMI, the 
percentage of 
weight lost in 

the last 3 
months, the 

decrease in ap-
petite and the 
adherence to 
the tracking 

system. 

The limitations related to 
nutrition education sessions 
are recognized, such as atti-

tude, family support, access to 
food and changes in eating 

habits. The short time of study 
of the program is recognized to 
achieve consistent and extrap-
olatable results. It is concluded 

that nutrition education and 
patient follow-up improves 

protein and energy intakes in 
hospitalized malnourished pa-

tients, reduces the risk of infec-
tions and accelerates patient 

recovery. 
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4. Discussion 

4.1 Evidence Summary 

As a result, the following evidence has been collected. For instance, exercise, espe-
cially sensorimotor training, [7] and movement interventions are promising comple-
ments to cancer therapies. [11] They help patients by improving their QoL, balance 
control, mobility and by reducing side-effects, symptom burden, overall costs of care, 
recurrence and mortality in some cancers. Additionally, several studies reported that 
good nutritional status is vital for patients with cancer. [13] A good nutrition can im-
prove long-term prognosis [13]. Besides, malnutrition increases the duration of the hos-
pital stay, reduce the cost-benefit and risk-benefit ratios of cancer treatments and is 
related with excess mortality among cancer patients [17]. However, a minor fraction of 
cancer patients receives any counselling about nutrition-management, but simple oral 
nutritional interventions could significantly improve the nutritional status and the qual-
ity of the diet consumed of cancer patients. [18] Besides of mentioned above, several 
studies described some education programmes on health, daily life, self-management, 
nutrition or self-care. It should be noticed that they obtained remarkable results which 
reveal that these interventions are feasible, useful and appreciated [14] for different 
patients with cancer [16,10]. These programmes enhanced the education of patients and 
caregivers, increasing their confidence and knowledge, [17] as well as empowering 
cancer patients [15]. Other studies noted unnecessary a face-to-face interaction or even 
an interaction to provide education for cancer patients. An educational multimedia in-
formation about nutrition-related side effects could lead to increased knowledge and 
skills related to managing that side effects of chemotherapy. [12] Also, mobile care 
systems have been implemented with success, providing health education and self-man-
agement features [8] or allowing virtual coaching, with a real caregiver on the other 
side. [9] As a result, they enabled patients to obtain personalized healthcare, a remote 
monitoring and information based on clinical and professional knowledge. [8] All of 
that, followed by an improvement of QoL. 

4.2 Limitations 

It should be aware that the conclusion of a systematic review must be taken within the 
context of the search. Therefore, some limitations were found during its study. Firstly, 
due to the variety of sources, it has not been possible to apply exact search filters and 
restrictions on each data source. Secondly, ideally, the selected studies should have 
been focused on multiple myeloma. As not enough findings were obtained, the search 
was broadened accepting more flexible criteria. Thirdly, despite the effort that studies 
make to being inferable, any research is constraint to being focused on a specific patient 
population. Consequently, each result is highly bound to its context. Finally, some of 
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the journals did not allow to access to full report preventing from consulting some rel-
evant information. 
 

4.3 Conclusions 

As this systematic review’s results show, there are several ways to improve cancer pa-
tients’ QoL in addition to their regular treatment. These proposals are usually developed 
as tests, so they are not prolonged in time or extended to other hospitals either, prevent-
ing more patients could benefit from them.  Most of the papers included in this report 
only study the effect of a unique support system type, while the combination of some 
of them could be interesting and improve even more patients’ QoL. From the evidence, 
it can be said that nutrition-centred support systems can better cancer patients’ daily 
life easily and from the first interventions. It can also be said that most patients appre-
ciate being given some education about their disease, how it can change their life and 
how to adapt themselves to these changes. Finally, the success of app cancer patients 
support systems has been demonstrated in some studies. Having a support system de-
veloped as a mobile could help to make it more reachable to a greater number of pa-
tients, as almost everybody has a smartphone nowadays. Considering that cancer is a 
high prevalence disease and that it does affect a wide and disparate range of people, 
having a care support system reachable to everybody regardless of their purchase power 
would make cancer treatment fairer and more equitable. 

 

4.4 Fundings 

Publication made within the framework of the project Diseño de servicios para mejora 
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