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Abstract. Pinus halepensis forests, as Mediterranean-type ecosystems, are sub-

ject to high levels of wildfire risk in times of drought, with meteorological con-

ditions of water stress and very high temperatures, mainly in summer. Consid-

ering the difficulty of knowing the phenological state of this species, the objec-

tive of this research was to evaluate the possibility of implementing the electri-

cal responses as a variable in fire risk management models, compared to live 

fuel moisture. On the one hand, the obtained results demonstrate non-significant 

differences between the moisture content of the different fractions of the living 

branches even in times of drought with hydric stress and very high tempera-

tures. Live fuel moisture of Pinus halepensis does not show significant seasonal 

variations under the influence of extreme fire risk factors. For this reason, it 

should be complemented with other variables for fire risk management models. 

On the other hand, the differences registered in the electrical signal show oscil-

lations with significant variations, which are strongly correlated with the peri-

ods of extremely favourable meteorological conditions for wildfires. So, the 

voltages measured show ranges that correspond with great accuracy to the FWI. 

Voltage variation is de-pendent on the hydraulic dynamic plant behaviour and a 

result of the physiological response of pine trees to abiotic stress of drought. It 

is an easy-to-measure electrical parameter as well as a very reliable indicator 

with a high correlation with wildfire risk. Thus, electrical responses could add 

more knowledge about the phenological state of the trees in dependence on 

stress climatic conditions, allowing integration of these variables in the preven-

tive wildfire modelling and management. 

1   Introduction 

Wildfires have been present in the Mediterranean climatic regions around the 

world, as a natural phenomenon long before man existed [1,2]. Wildfire is a powerful 

ecological and evolutionary force that regulates organismal traits, population sizes, 

species interactions, community composition, carbon and nutrient cycling and ecosys-

tem functions [3,4]. Mediterranean climates are characterized by a drought season, 

but their length and severity can be highly variable across regions [5]. Mediterranean-

type ecosystems (MTEs), with their unique climatic regime [6], support the growth of 

trees during the rain of spring and autumn, while the long summer drought together 
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with the elevated temperatures produce strong biomass desiccation [7], creating high-

ly flammable conditions [8]. Additionally, MTEs are biodiversity hotspots located 

between temperate mesic climates and semi-deserts and deserts, strongly affected by 

climate change [9]. 

In all these regions, wildfires present a major disturbance to natural ecosystems, re-

sulting in significant economic and ecological losses [4,10]. Therefore, fire risk as-

sessment becomes a critical component of land management because it is very advan-

tageous to anticipate the probability and magnitude of a wildfire [10]. McLauchlan et 

al. [4] described the diversity of ways in which fire operates as a fundamental ecolog-

ical and evolutionary process and identified three emergent research challenges: the 

need to study fire across temporal scales, to assess the mechanisms underlying a vari-

ety of ecological feedbacks involving fire and to improve representation of fire in a 

range of modelling contexts. On this background, the relationship between meteoro-

logical extreme conditions and live fuel moisture is a key research topic in the com-

plex field of fire ecology [11–21], always sup-ported by the development of innova-

tive technologies, especially remote sensing [22–31] and machine learning [32–34]. 

Forest management administrations and firefighting agencies and services are often 

confronted with the task of establishing proactive fire management in dependence on 

vulnerability and risk in different MTEs [35,36]. Many of the forecast systems are 

based, mainly, on meteorological data that are collected by weather stations [37], as 

the Canadian Forest Fire Weather Index System, which is in widespread usage global-

ly [38]. Neverthe-less, fire risk is the sum of other multiple factors [39], referring to 

the probability of fire ignition [37]. Globally, there is a close relationship between 

wildfires and anthropogenic activities, i.e., wildfires understood as human events due 

to negligence (e.g., agricultural burning escapes), and deliberate actions (e.g., pyro-

mania, revenge, land use change at-tempts) [40], but also lightings are more and more 

frequent natural causes [41], especially in large unmanaged forestlands [42]. 

Three major influencing factors with their respective variables intervene in the be-

haviour of an extreme wildfire: meteorology (wind regime, temperature, and relative 

humidity), topography (terrain configuration in terms of slope, accessibility, and 

vegetative structure) and the state of the forest fuel (moisture and flammability char-

acteristics) [43]. All factors are closely related and jointly influence the vulnerability 

of forest fuel to igniting, but several authors point out the mechanisms through which 

plant responses to drought and, consequently, to forest flammability, specifically live 

fuel moisture, but also physiological reactions to water stress in the ecosystem (soil 

water content and plant traits, including rooting patterns and leaf traits such as the 

turgor loss point, osmotic potential, sap flow, elasticity and leaf mass ratio of dead to 

live fuels, etc.) [44,45]. 

In fact, the relationships between drought and wildfires are well documented for 

MTEs, especially in Europe [46,47], Australia [48,49] and North America [50], with 

wild-fire occurrence and area clearly increasing in response to drought [51,52]. There 

is also evidence that drought interacts with other controls (wind regimes, topography, 

forest management activities) to affect fire intensity, severity, extent, and frequency 

[50,53]. Due to drought directly influences vegetation dryness in trees and shrubs 

[21], live fuel moisture has been identified as a key factor of significance in biomass 

combustibility [54–58]. In this context, it should be considered that the large plant 

diversity that characterizes MTEs is associated with the success of coexisting species 
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in avoiding competition for soil resources (water and nutrients) by differential exploi-

tation in space (soil layers) and light time (year and daily) [59]. So, live fuel moisture 

content is influenced by meteorological and soil variables, but mainly by the plant 

species and its phenological state, and hydraulic behaviour [58]. Therefore, given this 

influence, it is considered necessary to expand the knowledge regarding the phenolog-

ical state of the different species present in the ecosystem, to know its magnitude and 

its seasonal variation, and to understand and predict fire behaviour [58], by testing 

several innovative technologies of terrestrial [60,61] and remote sensing [62]. 

Rothermel [63] proposed a classification of the humidity of live fuel; this classifi-

cation was based on the stage of development of the vegetation. However, the data 

obtained in studies carried out in some MTEs differ from this classification 

[19,64,65], since they find a differentiated behaviour of live fuel moisture according 

to each species and strongly depending on seasonality [23,66]. Several authors have 

studied the phenological state of the vegetation by directly measuring the live fuel 

moisture content by taking physical samples in the field [58,67]. Through these 

works, it was able to relate the phenological state of the plants with their fuel moisture 

content, at least in a large part of the species that inhabit the MTEs [58]. Nevertheless, 

for one of the most important tree species in the Mediterranean basin, such as Pinus 

halepensis [51,68–72], the results on the variation in seasonal moisture were not con-

clusive [58]. Since Pinus halepensis hardly show variation in moisture content 

throughout the vegetative cycle; neither show moisture variations in the face of ex-

treme heat and drought episodes that are usually recorded in the Western European 

Mediterranean area [58]. 

Moreover, for a better understanding the phenological state of the plants in MTEs 

in dependence on severe drought conditions, different plant hydraulic traits have been 

ana-lysed, such as the measurement of the sap flow, which was proposed for the eval-

uation of transpiration rates [73]. However, some authors claim that sap flow meas-

urements only provide information on the water movement within plants and are not 

directly related to the rapid responses to environment or climatic stress [74]. Other 

authors have analysed other plant hydraulic traits, such as saturated moisture content, 

cell wall rigidity or turgor loss point, cell solute potential, symplastic water fraction 

and tissue capacitance [75]. 

Furthermore, some authors have been proposed the measurement of electric poten-

tial as a valid method to evaluate the phenological state and stress responses of trees 

and shrubs [76]. The existence of a continuous electric potential between the elec-

trodes inserted in the tree phloem and the surrounding soil was discovered and de-

scribed many years ago [77–80]. This electric potential is associated with electro-

chemical effects that include membrane diffusion potentials and active transport of 

ions [81]. In addition, more recent works documented that some environmental stimu-

li also produce changes in electrical signals of trees [82]. More specifically on Pinus 

halepensis, a high correlation between meteorological variables and variations in 

electrical signals could be demonstrated [61]. According to some authors [83–85], 

electrical properties (as plant physiological reaction) seem to be related to rapid re-

sponses to water stress. Unfortunately, these responses are sometimes not evident or 

do not produce consistent visual indicators, such as wilting and changes in leaf colour 

[86]. 
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Considering these characteristics of electrical signal measured on trees, the increas-

ing importance of Pinus halepensis in European Mediterranean forests [51,58,68–72], 

and the difficulty of knowing the phenological state of this species [58], the objective 

of this re-search was to preliminarily evaluate the possibility of implementing the 

electrical signals responses of Pinus halepensis as an indicator to complement live 

fuel moisture assessment, as a method to monitor the phenological state and the 

drought stress level. Finally, the re-search aims to analyse the relationship between 

the obtained results for electrical signals and the wildfire risk rating, normally used by 

firefighting agencies. 

 

2   Material and Methods 

2.1   Research Design  

This main objective of the research is to study the relationship between the electri-

cal signals as a result of phenological state of Pinus halepensis, live fuel moisture 

content and wildfire risk. Therefore, the main parameters to be measured will be the 

components of the electrical signal: voltage and short-circuit current [87], together 

with measurements of the moisture content of the live fuel, as well as also with the 

main meteorological conditions (temperature, relative humidity, and rainfall) and 

wildfire risk index published by local meteorological or emergency agencies. 

 

To do this, the research has been divided in two phases: 

1. In a first stage, the measurements were carried out during the main wildfire 

season (24 weeks in the hottest and driest months, from end of spring to beginning of 

autumn) in a representative area of the Mediterranean basin. 

2. The results of this first phase were complemented with a second survey, in 

which the values of the electrical signals collected in previous three years were retro-

spectively analysed. 

 

 

2.2 Selection of Sample Stand  

 

Pinus halepensis Mill. (Aleppo pine) and Pinus brutia Ten. (Turkish or Calabrian 

pine) are two systematically close tree species dominating MTEs in the European 

basin [24], which can naturally hybridize where they co-occur [88]. So, both are 

drought-tolerant and fast growing native coniferous species [24], well adapted to dry 

summer conditions [70]. Pinus halepensis widely covers the western side of the basin, 

while Pinus brutia is located mainly on the eastern side, both mainly at coastal zones 

[89]. They are among the species most affected by wildfires in Europe [90], although 
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they are fire resilient trees due to the high production of serotinous cones that favour a 

quick post-fire regeneration [91]. These species have been widely planted between 

1930 and 1980 in Mediterranean areas for soil protection and windbreaks near the 

coasts [92]. Specifically, Pinus halepensis is the most widely distributed and abundant 

pine in MTEs, covering nearly 7 million ha in this region [93], being present in all 

regions on both shores of the Mediterranean Sea and extending from the Western 

Mediterranean (Spain, Morocco), where it is most abundant, to Lebanon through 

Southern France, Italy, Greece and Turkey in South Europe and Algeria, Tunisia, 

Libya in North Africa. Bioclimatic envelope models predict that the suitable climatic 

area of Pinus halepensis is clearly in expansion [94–96]. Thus, we have selected Pi-

nus Halepensis because of its increasing importance and representativeness in the 

MTEs [97]. Actually, it is the most influential tree species in the total availability of 

biofuel in the Mediterranean forests [58]. Furthermore, Soriano [58] describes that 

Pinus halepensis is not showing strong variations in its moisture content in the face of 

seasonal variations, so that possible variations of electrical responses could add more 

knowledge about the phenological state of the trees in dependence on severe drought 

conditions, allowing for the integration of these variables in the preventive wildfire 

management. 

As in previously published works [61,98], we decided to use as a study area a rep-

resentative young forest composed of 93% of Pinus halepensis from a post-fire natu-

ral regeneration, located within the protected area of the Sierra Calderona Natural 

Park in Gátova, Valencia (Spain). The selected stand is located at latitude 

39°45′28.80″ N and longitude 0°30′36.36″ W. The forest stand has a population den-

sity of 484 trees/ha, with an average DBH of 12.10 cm, a tree height of 5.16 m, and an 

age of 27 years (Figure 1). 

 

 

 

Figure 1. View of the sample stand (August 2021). 
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This sample stand was selected because it is an even-aged forest with enough ho-

mogeneous trees, within an area not affected by significant natural disturbances, such 

as re-cent wildfires, pests, or damage due to hurricanes or heavy snowfall. It was 

sought that the stand had these conditions of even-age (natural regeneration after a 

previous wildfire occurred in summer of year 1994), to reduce the differences be-

tween the individuals that are part of the study since, as we have seen in previous 

works, age is an influencing factor in the amplitude of the electrical signal [98]. The 

selected stand meets all the characteristics above described, with constant site condi-

tions (soil and water, orientation, and slope). 

A soil analysis based on edaphic profiles was carried out to obtain the main soil 

variables that can influence on the electrical behaviour of the sample trees (Table 1). 

 

 

 

Table 1. Soil properties in pilot stand. 

 

Texture (%)    

Sand Silt Clay 
USDA     

Classification 
   

20.1 43.6 12.3 Loam    

Moisture 

Factor 
Ph 

Electric      

Conductivity  
[ds/cm] 

Wp  
[%] 

Field     

Capacty  

[%] 

Pore Space  

[%] 

Depth  

[cm] 

0.92 8.2 1.869 3.7 11.8 45.66 30 

 

 2.3 Selection of Sample Trees  

 

The first phase of this study was carried out on a total of 240 trees, selected follow-

ing the method described by Hapla and Saborowski [99] and used by other authors 

[100,101] for sampling representative trees in a forest stand for analysing physical 

wood characteristics.  

Although the electrical measurement process is non-destructive (see Section 2.4.1 

(a)), obtaining the moisture content (see Section 2.4.1 (b)) requires cutting plant mate-

rial (living branches) from the standing trees in different testing times. This is obvi-

ously not possible without seriously injuring the trees. To avoid this impact, the total 

set of 240 trees has been subdivided into 24 groups, i.e., one group of 10 trees per 

evaluation week. Each weekly sample group was formed by the 10 trees closest to the 

centre placed ground electrode. 

In the second phase of this work, the electrical signal values obtained in previous 

works [61,98] were measured in fifteen representative trees of the same stand over 

three years. These trees were also selected using the representative tree selection 

method de-scribed [61,98,99]. 
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2.4. Measurement Procedures 

 

In each of the 24 weeks of the first phase, the values of the two components of the 

electrical signal (voltage V and short-circuit current ISC) were recorded and the mois-

ture content of ten trees was measured each week. 

These measurements were carried out in the 24 hottest and driest weeks of the 

year, from one month before the start of the official wildfire season in the Region of 

Valencia/Spain (May 2021) until one month after the end of it (October 2021). All 

weekly measurements were taken on Saturdays at 12:00 pm CET, since this is the 

time for which wild-fire risk predictions are made according to the Fire Weather In-

dex (FWI) system of the Spanish Meteorological Agency (AEMET) [102]. In addition 

to that, as could be demonstrated in previous works, the central hours of the day, close 

to the zenith, are the moments in which the tree presents the minimum value of elec-

trical signal [61]. 

For the second phase, the voltage (V) and short-circuit current (ISC) values used in 

our previous work [61], were retrospectively evaluated. These electric signal values 

were collected weekly, using the same data acquisition protocol as used in the present 

study, since May 2018. 

 

 

2.4.1. Measurement of Electrical Signal 

 

The values of voltage (V) and short-circuit current (ISC) of the trees were meas-

ured between the electrodes inserted in the trunk and the electrode buried in the 

ground. To carry out this work, electrodes with the same characteristics as those of 

our previous works [61,98] as well as those used by other authors 

[61,76,81,98,103,104] were used. 

Two electrode types were used according to their function. 

(a) The electrode used in the tree, made of stainless steel, was inserted directly 

into the trunk at 1.5 m above the ground at a depth sufficient to ensure contact with 

the phloem tissue. A screw shape was chosen due to its greater ease of insertion and 

removal from the trees, causing only a minor wound. In addition, thanks to the screw 

spiral, these electrodes have a larger contact surface with the vegetative tissue com-

pared to smooth cylindrical electrodes. So, these electrodes were inserted into the 

trunk ensuring contact with the phloem tissue, by inserting them with a torque 

wrench, which allowed us to detect the change in tissue hardness. This last action we 

consider fundamental, since electrical signals are more easily transmitted throughout 

this tissue, given its lower resistance to electrical flow, compared to other plant tis-

sues [82]. 

(b) The second type was a non-polarized platinum electrode [105], which was 

used as ground reference. These electrodes were buried in the mineral soil at a depth 

of be-tween 20–25 cm once the top layer of topsoil had been removed. It should be 

noted that given the natural conditions in which the experiments were carried out, we 

could not install the reference electrode in a greater depth due to the soil hardness and 

the presence of rocks. 
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Both electrodes were connected to the measuring equipment through electrical 

connectors and a 0.5 mm copper conductor cable insulated with a flexible plastic 

sheath (CE 0123) (see Figure 2). 

 

 

   

(A) (B) (C) 

Figure 2. Tree electrode (A), ground electrode placement (B), arrangement of measuring 

equipment (C). 

 

 

The equipment used for the voltage (V) and short-circuit current (ISC) measure-

ment was a multimeter UT71D UNIT with an input impedance of 2.5 GΩ and a preci-

sion of 0.1% ± 2 mV. 

 

 

 

2.4.2. Measurement of Moisture Content 

 

Physical samples were taken to the laboratory, following the methodological rec-

ommendations of the National Forest Research Institute of Spain [106,107]. 

 Field work: 

The following samples were taken from the first live and healthy branch from the 

bottom of the tree-crown: 

 

Fraction 1 (BB): samples were taken from the base of the branch on a weekly fre-

quency, with diameters of 20–30 mm and 5–10 cm length, without needles, in order to 

compare it with the non-destructive moisture content methodology. 

 

Fraction 2 (BM): samples were taken from the middle of the branch on a monthly 

frequency, with diameters of 10–20 mm and 5–10 cm length, without needles. 

 

Fraction 3 (LF): samples were taken from end part of the branch on a monthly fre-

quency, with diameters <10 mm, with twigs and needles, without cones. 
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Samples were taken always on Saturdays between 12:05 and 2:00 pm CEST. Each 

sample was placed in a hermetically sealed plastic container, identified with the refer-

ence data and transported immediately to the laboratory. 

 

 Laboratory work: 

The samples were weighed on a precision balance in the green state. After being 

dried in an oven at 105 °C for 24 h until constant weight was obtained, they were 

weighed in anhydrous state. The moisture content (MC%) is calculated with the for-

mula: 

 

 

MC% =
wet weight − weight after drying

weight after drying
∗ 100 

 
 

 

2.5. Meteorological Time-Series 

The meteorological data for the area was provided by a professional meteorologi-

cal station installed at 39°46′10.12″ N, 00°31′14.19″ W. The meteorological station is 

a Davis Vantage VUE model owned by the Valencian Meteorological Association 

(AVAMET) [108]. 

 

2.6. Wildfire Risk Assessment 

The Spanish State Meteorological Agency (AEMET) publishes the official FWI 

daily [104]. The data is open and available online through its web services. We have 

used the data recorded to the region of Valencia, defined as Zone 3, where our pilot 

stand is located. The FWI levels are coloured from green (low risk) to red (extreme 

risk). 

 

Sample F Pr > F p-Value α Result 

May 0.714 0.499 0.381 0.05 non-significant differences 

June 1.278 0.295 0.837 0.05 non-significant differences 

July 1.211 0.314 0.863 0.05 non-significant differences 

August 1.461 0.250 0.295 0.05 non-significant differences 

September 3.793 0.035 0.646 0.05 non-significant differences 

October 2.516 0.100 0.389 0.05 non-significant differences 

Total Period 7.367 0.001 0.208 0.05 non-significant differences 

Table 2. Results of the analysis of variance (ANOVA) among BBMC%, BMMC% and 

LFMC%. 
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3. Results and Discussions 

3.1. Comparison between Moisture Content in Different Live Branch Fractions 

Figure 3 shows the obtained laboratory data for the moisture content in the three 

branch fractions during the six months of measurement. For all measurements taken 

during this period, the mean value obtained for the moisture content measured at the 

branch base (BBMC%) is 91.92%, with a standard deviation of std ±9.12%, very 

similar to the mean value for the moisture content measured at the middle of the 

branch (BMMC% = 91.18%, std ±12.06%) and slightly under the mean value ob-

tained for the fine live fuel moisture content (LFMC% = 98.17%, std ±10.27%). Other 

authors reported very similar LFMC% measured in needles and twigs for Mediterra-

nean pines [18,58,109]. 

 

 

Figure 3. Comparison between moisture content in different branch fractions of Pinus 

halepensis from May to October 2021: branch base (BBMC%, middle of the branch 

(BMMC%) and fine live fuel (LFMC%). 

 

In order to analyse possible significance differences among BBMC%, BMMC% 

and FMC%, several ANOVA tests are performed for the total sampling period and for 

each month among the three fractions. Table 2 shows the results. 

 

 

Although the values obtained for LFMC% are slightly higher than BBMC% and 

BMMC% for the total sample, as well as for the individual months (between 5 and 

10%), the variance analysis demonstrate that these differences are non-significant, 

neither for the individual samples in each month nor for the total sample. The stand-

ardized residual analyses shown in Figure 4 also demonstrate this result. 

 

 

10



  

(a) (b) 

Figure 4. Standardised residual analyses among BBMC%, BMMC% and LFMC% for the 

total period (a) and standardised residual vs total observations (b) 

 

The results obtained demonstrate that there are non-significant differences among 

the moisture content among the three branch fractions (BBMC%, BMMC% and 

LFMC%). In this sense, samples of live branches bases can be representative for the 

moisture content for entire live fuel. Following Mitsopoulos and Dimitrakopoulos 

[110], the live aerial fuels that are consumed during crown fires in Pinus halepensis 

forests are composed of needles (16.7%), twigs with 0.0–0.63 cm diameter (12.6%), 

branches with 0.64–7.5-cm diameter (62.7%), and branches >7.5-cm diameter (3.7%). 

Taking BBMC% as a reference measurement at the base of the first living branch in 

standing trees opens an opportunity to monitoring through sensorised moisture me-

ters, e.g., by electrical resistance or capacitive devices. 

3.2. Seasonal Variability of Live Fuel Moisture Content 

Figure 5 visually shows the values obtained for the moisture content of the three 

fractions (BBMC%, BMMC% and LFMC%) of the first living branch during the 24 

weeks measurement in the critical wildfire risk season, i.e., from late spring to early 

autumn 2021. 

 

 

Figure 5. Seasonal variability of moisture content of the first living branch (BBMC%, 

BMMC% and LFMC%) in comparison with voltage during the 24 weeks from late spring to 

early autumn 2021. 
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The first visual analysis indicates that Pinus halepensis does not present clear sea-

sonal variations of moisture content, neither in the woody fractions of the branches 

(BBMC% and BMMC%) nor in the fine live material (LFMC%), even during the 

water stress conditions of the hot and dry summer weeks. An ANOVA test among the 

24 mean values of the weekly measurements for BBMC% shows also non-significant 

differences (F = 1.38, p < 0.001). Furthermore, non-significant differences can be 

demonstrated among the monthly measurements of BBMC% (F = 1.34, p < 0.001) as 

well as LFMC% (F = 2.75, p < 0.001). Finally, Figure 5 also shows through the Box 

and Whiskers plots that the variation among the 10 measured trees in each measure-

ment trial is very low. Additional individual ANOVA tests demonstrate the non-

significant differences of moisture content for the three variables (BBMC%, 

BMMC% and FLMC%) among trees (p < 0.001). Other authors reported very similar 

behaviour of LFMC% of Mediterranean pines [18,58,109], also not being able to 

demonstrate representative and significance seasonal variations. 

3.3. Seasonal Variability of Electrical Signals in the Trees 

Table 3 present the total results obtained for the electric signal measurements: volt-

age (V) and short-circuit current (ISC). Both V and ISC present much higher varia-

tions than the moisture measurements. So, V has an average value of V = 0.808 V 

with very high standard deviation (std = ±0.381 V) and variance. The same heteroge-

neous behaviour present ISC with an average value of ISC = 1.998 mA and std = 

±2.531 mA. 

 

 

Table 3. Descriptive statistics for the results of voltage (V) and short-circuit current (ISC) 

from 240 samples measured in 24 weeks from late spring to early autumn 2021. 

 

 

Electrical Signals 

Voltage (V) 

[V] 

Short-Circuit Current (ISC) 

[µA] 

Mean 0.808 1.998 

Median 0.990 1.100 

Minimum 0.032 0.000 

Maximum 1.124 15.690 

Standard deviation (n − 1) 0.381 2.531 

1st Quartile 0.569 0.238 

3rd Quartile 1.081 2.735 

Variance (n − 1) 0.145 6.408 
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These heterogeneous values can be explained by the analysis of the seasonal varia-

tions. So, Figure 5 also shows the results obtained for the voltage (V) measured in the 

trees during the 24 weeks of higher wildfire risk from late spring to early autumn 

2021. 

The results obtained clearly show that the electrical signals measured in the trees 

coincide with the two growth seasons of Pinus halepensis, specifically spring and 

autumn [111,112]. Therefore, with this, we can associate the moments in which the 

environmental conditions are favourable for the growth of the trees with the highest 

values of the electrical signal. On the contrary, the periods in which the environmental 

conditions become more difficult for the survival of the pines, specifically during 

heavy drought conditions of continuous lack of rain and very high temperatures, the 

tree gives us a clear reduction in the electrical signal, which is observed more clearly 

in the case of voltage (V), with reductions of up to 90% and, in any case, of more than 

50%. 

Hence, the seasonal variations of voltage in Pinus halepensis observed can be in-

terpreted as a direct result of a loss of conductivity during the strong climatic condi-

tions in the driest summer days. In this sense, Fotelli et al. [113] demonstrate that 

during xerothermic periods, Pinus halepensis has typical isohydric behaviour: maxi-

mum photosynthesis, sap flow and stomatal conductance declined through stomatal 

control to limit water potential reduction and loss of conductivity. This loss of sap 

flow and conductivity has been also observed in several studies [114]. Electrical re-

sponses such as voltage seem to be directly related with sap flow conductivity, so that 

further research activity to analyse in detail this relationship should be carried out. 

3.4. Relationship between Life Fuel Moisture and Electrical Signals 

As shown in the previous chapters, the live fuel moisture content of Pinus halepen-

sis do not present significant variations throughout the warmest and driest part of the 

year, without showing a significant decrease in the hot summer months, on the contra-

ry that the electrical signals do, especially the voltage. So, the detailed analysis shows 

that the voltage curves remain more or less constant during the months of May and 

June, as well as from the beginning of September to the end of October. However, as 

soon as extreme summer conditions with high temperatures and very low rainfall 

dominate the central summer months (July and August), the voltage values drop very 

clearly and significantly. The more or less constant voltage of around 1 V decreases 

clearly under <0.5 V under the nine weeks between beginning July and End of Au-

gust, and even dramatically during the central weeks of end of July and beginning of 

August with <0.1 V. In fact, the moisture content and voltage curves are closely 

aligned during May and June, decoupling very clearly during the central part of the 

summer in July and August, and re-coupling from the beginning of September. 

Moreover, Figures 6 and 7 show that precipitation, temperature, and relative air 

humidity do not exert a direct influence on live fuel moisture content of Pinus 

halepensis. Not even noticeable changes in BBMC%, BMMC% or LFMC% can be 

observed on the central summer weeks of end of July and beginning of August, with 

the hottest and driest days, especially the 24 July and 7 August 2021, which were 
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classified as an extreme risk by the weather and firefighting agencies, following the 

FWI criteria [102]. 

 

 

 

Figure 6. Moisture content (BBMC%, purple line and LFMC%, green line) vs. weekly-

accumulated precipitation (blue column) and relative humidity (light brown line) during the 24 

weeks study. 

 

 

 

Figure 7. Moisture content (BBMC%, purple line and LFMC%, green line) vs. maximum 

(dark blue line) and minimum (light blue line) daily temperatures. 

 

 

The results obtained demonstrate that the moisture content (BBMC% or even 

LFMC%) do not present representative seasonal variations in Pinus halepensis and is 

not able to react directly or quickly to extreme drought conditions. Characterization of 

the fuel structure and its relevance for fire behaviour has been the topic of much re-

search in MTEs [115]. Thus, variations in LFMC% are often taken into account, alt-

hough some discussions are still active on its role in fire propagation [116]. Some 

studies have addressed the role of FMC on fire behaviour [117]. Others have ad-

dressed how canopy drying, following bark beetle attacks, for instance, impacts fire 

behaviour [118–120]. 

In our research, the moisture content measured at the living branches of Pinus 

halepensis (including LFMC%) shows no representative seasonal variations, with 

values between 80 and 100%, which is consistent with other studies with this species 

[109]. Although LFMC% is considered as an important determinant of forest flam-

mability under Mediterranean conditions [45], other authors demonstrate that even 

other Mediterranean pines show also very limited LFMC% seasonal variations: Pinus 

pinaster 90%–100% [121] and Pinus nigra: 95%–115% [122]. These pines exhibit 

isohydric behaviour [113], i.e., little variation in midday leaf water potential, and 

relatively tight regulation of stomata in response to soil drying [122]. Mediterranean 
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pines are adapted to the xerothermic conditions (high temperatures and droughts) of 

summertime, due to its drought avoidance strategy of reducing stomatal conductance 

under water shortage [123]. Pinus halepensis displayed a water-saving, drought 

avoidance (isohydric) strategy via stomatal control in response to summer drought 

[124,125]. The species benefited from periods of high available soil water (normally 

autumn to spring) [126,127]. These drought episodes do no influence directly mois-

ture content at branches and leaf level [58,128], so that direct measurement of 

LFMC% of Mediterranean pines should not be considered as the only appropriate 

indicator to monitor wildfire risk. Moreover, strong drought conditions and conse-

quently high evapotranspiration carries physiological responses in branches and nee-

dles of Pinus halepensis. Thus, Fotelli et al. [113] demonstrate that during xerother-

mic periods, typical isohydric behaviour was exhibited by Pinus halepensis: maxi-

mum photosynthesis, sap flow and stomatal conductance declined through stomatal 

control to limit water potential reduction and loss of conductivity. This loss of sap 

flow and conductivity has been also observed in several studies [114]. However, in 

periods when water availability was not a limiting factor, this species was able to 

maximize its carbon gain if other controlling parameters, such as air temperature and 

net radiation, simultaneously ensured a favourable environmental regime [113]. 

On the contrary, LFMC% does present representative seasonal variations in some 

Mediterranean shrub species. Thus, compared to the results obtained for Pinus 

halepensis (and those observed for other Mediterranean pines), the main shrubs that 

are part of MTEs behave significantly differently [129]. Especially relevant is the 

seasonal variation in LFMC% of Rosmarinus officinalis, with minimum values of 

40% in summer and maximum values of 140% in autumn, winter, and spring 

[19,109,112]. Also, other species, e.g., Ulex parviflorus (60%…120%), Erica multi-

flora (50%…90%) or Juniperus oxycedrus (65%…100%) shows very clear seasonal 

variations [58,111]. This undoubtedly explains the importance that the summer drop 

in the LFCM% has on the vulnerability of wildfire in shrublands [130]. Undoubtedly, 

for future research, it would be very interesting to relate the variation in the LFMC% 

and its relationship with the voltage in these shrubs, as they have shown very similar 

behaviour patterns. 

Following our results, it seems to be very difficult to assess and monitor vulnera-

bility of Mediterranean pine forests to wildfire risk only in dependence on LFMC% of 

pine trees. Additionally, other physiological plant traits seem to better explain the 

high wildfire risk in times of drought, especially osmotic potential, sap flow, wilting 

and needle senescence or dead fuel presence and evolution. Fuel dynamics, as a result 

of the physiological response of the pine trees to drought conditions, have to be ana-

lysed integrating variables resulting from water stress (soil water content and plant 

traits, including rooting patterns, and leaf traits such as the turgor loss point, osmotic 

potential, sap flow, elasticity and leaf mass per area), but also the ratio of dead to live 

fuels [131,132]. In this sense, needle cavitation and subsequent shedding is of particu-

lar relevance for pines, transforming green live fuel into dead fuel, which are totally 

dry, and thus easier to ignite [45]. Therefore, it is necessary to investigate the seasonal 

fuel dynamics from a more integral perspective, complementing the measurement of 

LFMC%. All variables resulting from physiological responses that can influence fire 

risk and that can be easily measured and monitored, including electrical signals, 

should be integrated into the risk models. 
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3.5. Relationship between Electric Signals and Wildfire Risk 

(a) Assessment for the 24 weeks study in year 2021 

 

A first analysis of the relationship between the electrical signals and the wildfire 

risk has been carried out, by comparing the mean values of both V and the ISC for 

each week (always measured on Saturdays) with the wildfire risk following the FWI 

criteria of those same days, considering for this daily maximum temperature, mini-

mum relative humidity, maximum wind speed and rainfall. The results obtained are 

shown graphically in Figures 8 and 9, as well in the supplementary material. 

 

 

Figure 8. Mean values of V (blue line) and BBMC% (pink line) vs. FWI classification of 

the measurements according to FWI criteria during the 24 weeks study (background colour). 

 

 

Figure 9. Mean values of ISC (tagged uA in the figure with a dark grey line) and BBMC% 

(pink line) vs. FWI classification of the measurements according to FWI criteria during the 24 

weeks study (back-ground colour). 

 

The results obtained cannot demonstrate a representative correlation between mois-

ture content and FWI. The highest FWI values, and consequently the brunt of the fire 

season in the Western Mediterranean Basin occurs normally during July [132], while 

the observed moisture content values do not show any reduction, as also observed by 

Qi et al. [131]. Soler Martin et al. [121] demonstrate that no seasonal changes of 

LFMC were recorded during summer in needles and small branches in Pinus pinaster 

stands, contrary to predictions from the FWI, which fully matches with the results 

obtained in our study for Pinus halepensis. 
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These results demonstrate that both electrical signals measured (V and ISC) show a 

noticeable reduction during the summer period, reaching the minimum values on the 

days in which the FWI in the pilot stand was classified as extreme [102]. However, 

the results for V are much clearer and more significant related to FWI than the results 

obtained for ISC. 

 

(b) Assessment for three years survey (2018–2021) 

 

Measurements for electrical signals, specifically voltage, have been performed in 

the pilot stand since May 2018 until October 2021, so that we can make a long-term 

evaluation of the relationship between V and FWI. Figure 10 shows in Box and 

Whiskers plots the average, standard deviation and minimum-maximum for all days 

during the three years classified by wildfire risk categories (low, high, very high, 

extreme) following FWI criteria. 

 

 

Figure 10. Voltage values for all measured days from May 2018 to October 2021 classified 

by FWI categories (low, high, very high and extreme wildfire risk). 

 

The first interpretation of the results allows us to observe that the mean values ob-

tained for V in the four FWI categories are significantly different, clearly reducing the 

voltage as the risk increases. An ANOVA test also corroborates the observed differ-

ences as statistically highly significant (F = 39.138, p < 0.001). Thus, while FWI low 
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presents an average of 0.90 V, the FWI high class decreases to 0.53 V and the FWI 

very high class to 0.28 V, with the FWI extreme class reaching a mean of only 0.04 

V. 

Finally, this analysis also shows that on days with low fire risk (FWI low) practi-

cally all the values (96%) greatly exceed >0.5 V. Even 81% exceed the threshold of 

>0.8 V. On the other side, on the days classified as very high risk (FWI very high) 

and extreme risk (FWI extreme), only one of all values (88%) exceed >0.4 V, even 

100% of the extreme risk does not exceeds even >0.1 V. 

The voltage level is a result of the physiological response of Pinus halepensis to 

the abiotic stress of drought in summer. It is an easy-to-measure electrical parameter 

as well as a very reliable indicator with a high correlation [133] with wildfire risk. 

Having obtained a Spearman’s Rank correlation coefficient of 0.6816 (p-value < 

0.001) between the FWI index and the raw voltage values for the 24-week study in 

2021, the same test for the period 2018–2021 increases to 0.7816 (p-value < 0.001). 

We have to notice, that our research is a pioneer study to link electrical signals with 

plant physiology in a context of wildfire risk management, and our findings demon-

strate the potential of incorporating electrical responses as one of the ecophysiological 

plant traits to investigating seasonal changes in wildfire ignition risk and flammabil-

ity. 
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4. Conclusions 

The most important conclusions that we can draw from the research are the follow-

ing: 

• No significant differences have been observed between the moisture content 

of the different fractions of the branches of Pinus halepensis (base of the branch, half 

of the branch and twigs and needles as live fuel), even in times of drought with hydric 

stress and very high temperatures. 

• Live fuel moisture content has not shown significant variations under the in-

fluence of extreme fire risk factors in the summer time. For this reason, it should be 

complemented by other reliable variables for fire risk assessment and monitoring in 

MTEs dominated by Pinus halepensis. Thus, other plant physiological traits have to 

be integrated in the assessment and modelling of the high risk of wildfires in Pinus 

halepensis stands in times of water stress and high temperatures, related both to hy-

draulic dynamics (osmotic potential, sap flow) and dead fuel (wilting and needle 

senescence, dead fuel presence and evolution). However, as LFMC% responds better 

to fire risk conditions in some shrub species in MTEs, we propose to analyse in-depth 

the relationship between LFMC% and electrical responses in these shrubs. 

• The variations registered in the electrical signal generated in Pinus halepen-

sis show oscillations with significant variations, which are strongly correlated with 

the periods of extremely favourable meteorological conditions for wildfires (Spear-

man rho of 0.78). 

• The voltages measured show ranges that correspond with great accuracy to 

the official fire risk levels based on the FWI system. 

• The electrical signals, specifically voltage, are a result of the physiological 

response of the Mediterranean pine trees to the abiotic stress of drought in summer. It 

is an easy-to-measure electrical parameter as well as a very reliable indicator with a 

high correlation with wildfire risk. 

• Electrical responses could add more knowledge about the phenological state 

of the trees in dependence on stress climatic conditions, allowing for the integration 

of these variables in the preventive wildfire management. Although for this we also 

consider that a more in-depth investigation is necessary. 

• Finally, the results obtained and the knowledge gained allows for the explo-

ration of new possibilities for the development of wireless terrestrial sensors based on 

voltage measurement, which allow online monitoring of the risk of wildfire ignition 

and propagation with potentially maximum spatial and temporal resolution. 
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Abstract. In this contribution, we assessed the biomass of two types of pine 

forest in North of Spain, including Pinus sylvestris and Pinus nigra by means of 

forest inventories and Landsat imagery where variables were linked using non-

linear, non-parametric Gaussian process regression methods. Although biomass 

means for every type of forest is similar (59.80 and 56.38 Mg·ha−1 respective-

ly), forest cannot be considered as an only class and must be segmented by spe-

cies and by age. In that form, avoiding confusions, with a reduced inventory of 

only 15 plots for Pinus nigra covering up to 1,900 ha, the total biomass could 

be assessed with a root-mean-square error of 13.97 Mg·ha−1 and a bias of 0.36 

Mg·ha−1 for a range of values between 40.22 and 83.91 Mg·ha−1 getting a rela-

tive error between 15.6% and 34.7% for the gathered biomass. This is a rather 

good estimation considering the little effort and time invested; thus, the sug-

gested methodology is very suitable for forest monitoring and management. 

1   Introduction 

Biomass inventories are the key in the design and evaluation of policies related to 

carbon stocks and carbon sequestration including forest management plans to maxim-

ize the protection and the positive dynamics of both carbon stocks and carbon seques-

tration [1]. Consequently, there is a need for robust carbon accounting [2]. 

 

For that purpose, and in terms of field sampling, the assessment of biomass and thus 

of carbon stocks can be achieved on a large scale through traditional forest invento-

ries, such as the National Forest Inventory (NFI) in Spain and by using biomass equa-

tions [3]. However, the inventoried areas and the distance between plots in the NFI 

(typically 1 km) are quite large as both are designed for a global assessment. In addi-

tion, the time between consecutive fieldwork, i.e., the actual time lag is already more 

than 15 years for most of the Spanish territory meaning a lack of accurate and updated 

information in specific areas of interest. 
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For large and widespread areas, some methodologies have been proposed for the 

assessment of biomass. However, these make use of general equations without distin-

guishing between species. In this sense, large areas have been studied with a general 

classification regardless of the species and with a general classification independent 

of its specific composition [4]. 

 

From a remote sensing point of view, ensuring ground-truth is essential: although the 

relationship between reflectance in the optical range and biomass has been studied, it 

is not possible to correctly assess biomass from remotely sensed imagery without 

linking this information to field data [5] [6]. It means that, for any study, field data 

must be taken for calibration and validation purposes. 

 

Regardless of the origin of remote sensing imagery, both from passive and active 

sensors, several methodologies for data processing have been tested, including the 

active sensors, several methodologies have been tested for data processing, including 

multiple regression analysis, k-NN methods and neural networks, among others [7]. 

Other empirical methods are based on non-parametric regression functions without 

any explicit assumptions about the dependencies of the variables or the distribution of 

the data. These methods avoid carrying out prior relations of spectral bands, transfor-

mations, or fitting functions [8]. 

 

Empirical methods are limited within the range of values of the training dataset, and it 

is therefore difficult to extrapolate the results to other conditions or biomes [9]. How-

ever, some of the non-parametric regression methods have demonstrated their adapta-

bility to remote sensing studies. Among them, non-linear machine-learning regression 

algorithms, such as artificial neural networks (ANNs), Support Vector Machines 

(SVMs) or Gaussian Processes Regression (GPR) have been effectively applied for 

the assessment of biophysical variables from Earth observation data [10] [11]. 

 

GPRs are a collection of finite random variables with a multivariate normal [12]. 

These processes are related to a collection of indexed random variables that can be 

defined through a shared probability density, typically a Gaussian distribution. The 

application of GPRs for biomass assessment have not been tested in depth so far. In 

addition, those previous works described above use a wide range of values and field 

data and consequently cannot be taken as a reference to estimate the number of sam-

ples needed for a good performance. 

2   Objective 

The general objective of this work is to estimate the biomass of two types of pine 

forest in the province of Palencia, Spain. 

 

The specific objectives are (i) to define a general algorithm using an empirical method 

based on non-parametric method based on automatic learning techniques of Gaussian 

processes to be applied to Landsat imagery; (ii) to evaluate the capacity of the specific 
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algorithms to estimate the total biomass of two types of characteristic pine vegetation 

in the province of Palencia. 

3   Methodology 

3.1   Study Area  

The study focuses on the province of Palencia, in the natural region of “Páramos y 

Valles palentinos”, which is the link between the high peaks of the “Montaña palenti-

na” and the extensive plains of “Tierra de Campos”, with an average altitude between 

800 and 1,000 metres above sea level. 

 

The landscape is characterized by inter-mountainous, undulating terrain, with series 

of high moorlands and wide valleys. In terms of climate, the character of the area as a 

transition zone between the Mountains and Tierra de Campos reflects a slight Atlantic 

influence and the characteristics of the Mediterranean area (Fig. 1).  

 

The natural vegetation of this region is made up of scrub oak (Quercus pyrenaica 

Willd.), together with some holm oak (Quercus ilex L.) and gall oak (Quercus faginea 

Lam.) in the most arid areas. The typical ecosystem of this area has been transformed 

by various alterations such as the extraction of firewood, fires, grazing, clearing of the 

forest for agricultural and livestock use and, above all, by reforestation, which began 

mainly in the 1960s.  

 

These species are accompanied by poplars and elms, shrubs such as heather, broom, 

wild roses, hawthorns, blackthorns, and gorse. The Scots pine (Pinus sylvestris L.), 

and black pines (Pinus pinaster Ait. and Pinus nigra Arn.) are reforestations that were 

established for soil regeneration and protection against erosion of slopes and gullies in 

the 1960s. In the last 15-20 years before the last inventory of the province, Third 

National Forest Inventory in 2011 (NFI3), they have been cleared and thinned. Final-

ly, the soils are mainly siliceous. 
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Fig. 1. Study area and location of field plots as in NFI3. Red dots are Pinus sylvetris plots; 

yellow triangles are Pinus nigra plots; blue squares are Pinus pinaster plots and other in green 

color are NFI3 plots not filling requirements for this study. Palencia province, Spain, 2003. 

3.2   Field Data  

For any plot of coniferous in the study area, data from Spanish NFI3 have been used. 

After the typical plot unit is a circumference of 15m of radius, an extrapolation to 

achieve the Mg·ha−1 have been applied. Criteria for the selection of the plots was as 

follows:  

 

a) plots with main species Pinus sylvestris L. (Valsaín pine, red pine), Pinus 

nigra Arn. (black pine) homogeneous in their composition, 

 

b) plots with larger trees, with a normal diameter equal to or greater than 7.5 cm,  

 

c) plots with a fraction cover (FCC) greater than or equal to 80% for Pinus syl-

vestris and Pinus nigra stands. These values of FCC for both species ensure 

the observation of a homogeneous stand and the continuity of the tree canopy 

without distorting the spectral response,  

 

d) plots with shrub species less than 50 cm high, which is equivalent to a negligi-

ble understory biomass for the spectral response. 
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3.3. Allometric Equations 

Allometric equations for Pinus pinaster Ait. and Pinus nigra Arn. have been ap-

plied over the data included in any plot of the NFI3 included in the study area [13]. 

By using parameters of height and diameter of any individual, total biomass of dry 

matter has been achieved. 

3.3   Satellite Imagery  

To keep the temporal consistence between the field data of NFI3 and satellite image-

ry, Landsat-5 images have been used (Table 1). The imagery has been downloaded at 

a L1T processing level and was atmospherically corrected until a reflectance at a 

bottom of the atmosphere by DOS-method [14] [15] [16]. 

Table 1. Landsat-5 imagery data 

Image/Level Path/Row Acquisition date Azimuth angle Elevation angle 

L5TM/L1T 202/30 2003/09/15 145.67098075 44.74514056 

3.4   Data Analysis  

Gaussian process regression (GPR) models are non-parametric kernel-based probabil-

istic models. Meanwhile linear regressions estimate the error from the database itself, 

a GPR generates a response from an interval of variables of the training data and a 

new vector as an input by introducing variables from a Gaussian process. 

 

The main assumption is that a set of random variables at any finite combination of 

them are distributed along the Gaussian curve and then any number of observed vari-

ables will be distributed as Gaussian as well. Consequently, a GPR model is a proba-

bilistic method and thus, it is possible to predict the outcome intervals from training 

models. Moreover, the results are not fitting a line of responses but lie over a proba-

bility interval [12]. 

 

The covariance function between input and output variables shows the similarity 

between them. This kernel function and its mean (adjusted to zero for simplify) define 

the GPR [17]. In this study, a kernel function with separated length scale for each 

predictor is applied over the data, where an automatic relevance determination (ARD) 

method is used to order the inputs according to their importance [18]. 

 

GPR is a very suitable method for remote sensing analysis as it is not limited by the 

large number of parameters needed for the implementation of methods like neural 

networks [19] and its computation requirements are less demanding than those one 

based on pixel-by-pixel inversion methods [8]. However, GPR has not been tested yet 

on areas requiring a huge effort of inventory to simplify the field data.  
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4   Results 

4.1   Inventory and Database  

After choosing the plot filling the requirements and applying the allometric equations 

to calculate the biomass those values of the biomass were normalized to units con-

cerning megagrams per hectare. Three databases have been used for the experiments. 

The first one includes all the values of pines without species segmentation (Fig. 2) 

 

 

 

Fig. 2. Biomass sampling of a non-segmented database of pinus in Palencia (Mg·ha−1), 2003. 

In addition, two databases concerning individuals by species have been created for 

both Pinus sylvestris L. (Fig. 3) and Pinus nigra Arn. (Fig. 4). 

 

  

Fig. 3. Biomass sampling of Pinus sylvestris L. in Palencia (Mg·ha−1), 2003. 
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Fig. 4. Biomass sampling of Pinus nigra Arn. in Palencia (Mg·ha−1), 2003. 

For all plots ranged between 80 and 95% of fractional cover and for the biomass sam-

pling without segmentation (Table 2), the mean (58.73 Mg·ha−1) is almost similar to 

the median value (58.72 Mg·ha−1). The difference between the median and the third 

quartile (6.64 Mg·ha−1) was smaller than that between the median and the first quar-

tile (11.57 Mg·ha−1). As a result, the database displayed a slightly negative skewed 

distribution but was close to a normal one. The range of 40.22 to 83.91 Mg·ha−1 is a 

normal value for pinus specimen of the same age. In addition, remarkable differences 

could not be found via a visual inspection. However, even with this asymmetry in the 

distribution of the biomass, these values and ranges were also reported by authors 

[12]; consequently, the sampling could be accepted as adequate for this study. 

 

Table 2. Statistics of the biomass values for the pine plots without species segmenta-

tion (Mg·ha−1) for the Palencia study area. 2003. 

Minimum 1st quartile Median Mean 3rd Quartile Maximum 

40.22 47.15 58.72 58.73 65.36 83.91 

 

If biomass sampling is segmented by species, for those 33 plots of Pinus sylvestris L. 

it is remarkable that mean (59.80 Mg·ha−1) and median (59.01 Mg·ha−1) are quite 

similar (Table 3). The difference between the median and the third quartile (9.96 

Mg·ha−1) is now closer to that between the median and the first quartile (11.86 

Mg·ha−1) with an almost normal distribution.  

 

Table 3. Statistics of the biomass values of Pinus sylvestris L. (Mg·ha−1) for the Pa-

lencia study area. 2003. 

Minimum 1st quartile Median Mean 3rd Quartile Maximum 

41.25 47.15 59.01 59.80 68.97 83.76 

 

Finally, for 15 plots of Pinus nigra Arn. it is noticeable that mean (56.38 Mg·ha−1) is 

higher than median (53.03 Mg·ha−1) (Table 4) and he difference between the median 

and the third quartile (10.12 Mg·ha−1) was higher than that between the median and 

the first quartile (5.44 Mg·ha−1). As a result, the database displayed a slightly positive 

skewed distribution but was close to a normal one. 
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Table 4. Statistics of the biomass values of Pinus nigra Arn. (Mg·ha−1) for the Palen-

cia study area. 2003. 

Minimum 1st quartile Median Mean 3rd Quartile Maximum 

40.22 47.59 53.03 56.38 63.15 83.91 

 

It is important to remark that 15 plot of Pinus nigra Arn. have influenced the values 

of those plots of Pinus sylvestris L. in a non-segmented database and, consequently, 

this species will be under-represented in a global assessment. 

4.2   Biomass Assessment  

GPR were trained with Landsat-5 spectral bands 1 to 4 (450 to 900 nm), both includ-

ed, and a combination of SWIR bands 5 (1,650 nm) and 7 (2,215 nm) as a summa of 

both as inputs, whereas total biomass represents the output. Any additional synthetic 

band is created because non-parametric methods can extract all the relevant infor-

mation of the bands without user intervention. Other four non-forested random pixels 

have been included in the database to allow GPR to learn about land use classes [20]. 

Field data was randomly split in six subsets with well-distributed values of biomass.  

 

Moreover, four subsets were used for algorithm training in each iteration and one 

subset was utilized for the result validation. The aim of the iterations is the generation 

of every possible combination between training and validating subsets to make the 

validation more robust by using all the subsets for this purpose. The performance has 

been evaluated with the absolute mean square root error (RMSE) and the coefficient 

of determination (R2) as overall indicators of accuracy. 

 

A unique generic algorithm has been obtained using all the ground data points to 

understand the performance of GPR over pine structures. Afterwards, split database 

according to species have been created. To understand the fit between observed and 

predicted values, a major axis regression (MAR) line corresponding to the well-

adjusted slope has been included [21].  

 

Figure 5 shows the scatterplot between the best-fitted model obtained by GPR and 

biomass ground data for global database including all the species. GPR have learnt 

about the difference between forest and non-forest data. Using all these points for 

training a GPR with Landsat-5 data, the R2 between those estimated values against 

field data could account for up to 60% of the variability of the forest. 

 

The error, evaluated as root-mean-square error (RMSE), accounted for 12.41 Mg·ha−1 

in the gathered biomass range of 40.22 and 83.91 Mg·ha−1, representing a relative 

error between 14.7% and 30.8 % in the biomass assessment. In some cases, biomass 

was underestimated, whereas, in others, it was overestimated. 
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Fig. 5. Measured vs. estimated (GPR) biomass values for Landsat-5 and a database without 

species segmentation MAR.: major axis regression fit; N: number of samples; B: mean bias; R2: 

coefficient of determination; S: standard deviation of the bias; RMSE: root-mean-square error. 

The dashed line corresponds to the 1:1 line, while the continuous line is the MAR fit. Green 

points are generic forest plots. 

In the next step, biomass classes have been split to correspond the reflectance values 

according to their features. Figure 6 shows the scatterplot between the best-fitted 

model obtained by GPR and biomass ground data for Pinus sylvestris L. database.  

 

Fig. 6. Measured vs. estimated (GPR) biomass values for Landsat-5 and a database of Pinus 

sylvestris L. MAR.: major axis regression fit; N: number of samples; B: mean bias; R2: coeffi-

cient of determination; S: standard deviation of the bias; RMSE: root-mean-square error. The 

dashed line corresponds to the 1:1 line, while the continuous line is the MAR fit. Green points 

are Pinus sylvestris L. forest plots. 
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The R2 account in this experiment reach up to 64% of the variability of the specific 

forest although the error, evaluated as root-mean-square error (RMSE), accounted for 

13.49 Mg·ha−1 in the gathered biomass range of 41.25 and 83.76 Mg·ha−1, repre-

senting a relative error between 16.1% and 32.7 % in the biomass assessment. 

 

Concerning Pinus nigra Arn., figure 7 shows the scatterplot between the best-fitted 

model obtained by GPR and biomass ground data for Pinus nigra Arn. database. The 

R2 account in this experiment reach in that case up to 71% of the variability of the 

specific forest although the error, evaluated as root-mean-square error (RMSE), ac-

counted for 13.49 Mg·ha−1 in the gathered biomass range of 40.22 and 83.91 Mg·ha−1, 

representing a relative error between 16.6% and 34.7 % in the biomass assessment. 

 

Fig. 7. Measured vs. estimated (GPR) biomass values for Landsat-5 and a database of Pinus 

nigra Arn. MAR.: major axis regression fit; N: number of samples; B: mean bias; R2: coeffi-

cient of determination; S: standard deviation of the bias; RMSE: root-mean-square error. The 

dashed line corresponds to the 1:1 line, while the continuous line is the MAR fit. Green points 

are Pinus nigra Arn. forest plots. 

Concerning to the linear MAR fit between predictions and ground values, the assess-

ment for Pinus nigra Arn. revealed the most fitted slopes (0.71) and the smaller offset 

where the y-intercept was roughly 2.28 Mg·ha−1, a value that shows a barely uncov-

ered terrain (Table 5). All these results indicate that the combined use of random field 

and low-intensity sampling together with a minimum segmentation of the database 

ensured by a normal distribution, could provide satisfactory results for forest man-

agement purposes by using probabilistic models applied to remote sensing imagery of 

Landsat-5. 
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Table 5. Statistics of the performance of a Gaussian process depending on the story segmenta-

tion. MAR: major axis regression fit; R2: coefficient of determination; RMSE: root-mean-

square error. 

Species MAR R2 RMSE 

Unsegmented y = 9.75 + 0.82·x 0.60 12.41 

Pinus sylvestris L. y = 4.20 + 0.93·x 0.64 13.49 

Pinus nigra Arn. y = 2.28 + 0.96·x 0.71 13.97 

5   Discussion 

The study focuses on the province of Palencia and in two types of pine forest. With 

these parameters, a cost-effective and affordable methodology for assessing biomass 

stock that requires a very low number of forest inventories has been proposed. This 

methodology applies Gaussian process regression methods over Lndsat-5 surface 

reflectance and forest inventories data obtained after fieldwork. 

  

This research allows to apply an operative method of machine-learning, a non-

parametric empirically based method of Gaussian process regressions for biomass 

assessment at decametric resolution for Landsat-5. This method has been previously 

demonstrated to be an excellent method in terms of cost-effectiveness in a temperate 

oak coppice forests with shrubs [20].  

 

Other methodologies have been purposed for accurate forest inventories, by tradition-

al or even LiDAR means [22] but the methodology here reproduced reduces the cost 

and is able to represent up to 71% of the variability of the forest with only one plot 

each ten hectares, which is the typical distribution of the NFI [3]. 

 

This regression method needs no explicit selection of spectral bands and spectral 

resolutions of the TM sensor of Landsat-5 are valid for this purpose. It means that an 

historical assessment can be done with this methodology, as it overpasses the results 

obtained by traditional regressions between biophysical values and optical indexes. 

Avoiding the user intervention making an aprioristic selection of the bands allows the 

GPR to optimize the extraction of the relevant information of each band. 

  

The biomass range in this study lies between 40 and 84 Mg·ha−1 and the RMSE ob-

tained is low, that shows a high level of determination found. Indeed, an average error 

of around 20% of total biomass in this kind of forests has been obtained, in accord-

ance with previous experiments [20]. 

 

Although some spectral methods for land use and land classification have been pro-

posed for a segmentation of the areas [23], it is recommended the use of ground-truth 

maps to apply algorithms over the same forest structures. According to [24,25] seg-

mentation of the classes is necessary to avoid errors in the biomass assessment, as 

reflectance values are not valid to segment forest structures in narrow areas.  
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6   Conclusions 

As a conclusion, the combination of Landsat-5 imagery, Gaussian process regres-

sions, a reduced database and a story segmentation can be considered as a suitable 

method for pine forest biomass assessment and can be an essential tool for affordable 

and adaptive forest inventories and management. Finally, as a major advantage of this 

method, it has been demonstrated that a small database can deliver excellent results 

and avoid long and expensive forest inventories needed for forest management at both 

local and regional scale. 
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Abstract. This paper aims to provide a comprehensive description of the ongo-
ing procedure undertaken for the development of an innovative methodology 
based on artificial intelligence (AI). The proposed methodology seeks to en-
hance the efficiency of ergonomic assessment regarding postural load in com-
parison to existing practices. By leveraging AI, this research tries to overcome 
the limitations associated with traditional approaches and looks for offering a 
more accurate and effective solution. Additionally, this paper presents the cur-
rent stage of development achieved thus far. Furthermore, it discusses certain 
limitations and explores potential avenues for further advancements and im-
provements in the system development process. 

1   Introduction 

Maintaining awkward postures implies the need for greater muscular effort since mus-
cles cannot work efficiently if they are in extreme range of motion positions. There is 
evidence that links adopting awkward working postures with less performance effi-
ciency and an increased risk of injuries or musculoskeletal disorders (MSD) [1-8]. 
MSDs are a very serious problem which generates, in addition to health problems, 
work absenteeism, huge economic losses and reduced productivity [8]. 
Therefore, it is very important to manage and prevent MSDs, for which it is necessary 
to apply an adequate ergonomic assessment method to analyze postural risks. Apply-
ing an adequate method will subsequently allow the development and implementation 
of the corresponding corrective measures, which reduce the workload to acceptable 
levels for workers [9]. 
There is a wide variety of validated methodologies for ergonomic postural analysis, 
such as RULA (Rapid Upper Limb Assessment) [10], REBA (Rapid Entire Body 
Assessment) [11], OWAS (Ovako Working Analysis System) [12], Keyserling Check-
list [13], 3DSSPP- Chaffin [14], ALLA (Agricultural lower limb assessment) [15], 
Posture targeting [16], HARBO (Hands relative to the body) [17], LUBA (Postural 
loading on the upper-body assessment) [18], PATE Instrument (Patient Handling) [19] 
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or DINO (Direct Nurse Observation instrument for the assessment of work technique 
during patient transfers) [20]. 
Ergonomic postural assessment methodologies include OWAS, being one of the most 
frequently cited and used in numerous work sectors [8] [9] [21] [22]. Some of the 
primary advantages are: it is a simple and useful method that can be used by personnel 
from any field, even without specialized training [8] [12]; it is well documented and 
widely endorsed [8] and offers reliable and valid results, with high intra- and inter-
rater reliability [9] [22]; and a high predictive validity which relates awkward working 
postures defined by OWAS with the appearance of MSD. 
The reliability of the method has been shown greater the more positions are coded. A 
study with 20,601 observations investigated the effects of postural sampling interval 
deviation and concluded that, in the working postural analysis using OWAS, direct 
observations should have a sampling interval of 20 s (due to human limitations), and 
that video-based observations should have a sampling interval of 10 s or less, since 
with sampling intervals of 10 s or less, the experimental error is lower than the theo-
retical one, still acceptable for sampling intervals up to 60 seconds [22]. 
This is because, in many sectors, while carrying out a task, in a very short time (less 
than a second), the posture of various body segments can change significantly [23], 
assuming the need to split the video into a larger number of frames. This would great-
ly increase the analysis effort. This can hinder certain studies’ scope due to the limited 
availability of time for its application [8], [22] [23], so the assessment time is one of 
the major drawbacks of the method. 
There already exist systems such as computer software, and methods using range 
sensors (Kinect) [24] [25], 3D cameras, EMG sensors, and other new technologies 
allowing the collection of information to apply the OWAS method [8]. Studies are 
comparing the traditional assessment (without using software) with the computerized 
assessment, and concluding the operator's working time optimization [24].  
Artificial intelligence (AI) refers to the ability of machines to perform tasks that would 
normally require human intervention and to make decisions based on data and pat-
terns. Although AI is not a new term, since the research discipline of AI was founded 
at the Dartmouth Conference in New Hampshire in 1956 [25], this technol-ogy has 
seen a rapid advancement in recent years and is used in a wide variety of fields, such 
as medicine, industry, security and research. 
There are numerous studies and tools about employing artificial intelligence (AI) to 
facilitate ergonomic analysis. A systematic review, analyze 25 relevant studies, fo-
cused on the combined utilization of wearable devices and AI for ergonomic purpos-
es. The review revealed a notable surge in interest in recent years, particularly in mon-
itoring workers' biomechanical risks and exploring the latest applications of AI and 
wearable sensors in the domain of physical ergonomics [26], ensuring that this incor-
poration of AI is becoming increasingly prevalent within the field of ergonomics. 
In addition to wearables, another AI-based method employed for supporting ergo-
nomic analysis is the utilization of motion capture (MOCAP) systems. These systems 
utilize AI to assist ergonomic experts in posture detection. For instance, a study pro-
poses a combination of a neural network, specifically Convolutional Pose Machines, 
with the Rapid Entire Body Assessment (REBA) method to establish an automated 
risk assessment system [27]. Another investigation explores the benefits of employing 
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AI and MOCAP systems in tandem to enhance ergonomic observational methods [28]. 
Several algorithms are trained in this study, with the aim of providing guidelines for 
AI-assisted ergonomic assessment based on the observation of multiple workers and it 
concludes that such approaches have the potential to be effective in aiding the compu-
tation of ergonomic assessments. 
Achieving, from AI, the complete automation of data collection to apply the ergo-
nomic assessment methodologies, would be very useful since it would allow the pos-
sibility of analyzing large amounts of data (images extracted from frames video) and 
calculating the level of risk of suffering from MSD more reliably. In addition, since 
OWAS is a simple methodology, with high intra- and inter-rater reliability, it will be 
easier to analyze the validity of the new AI-based methodology [22] [29].   
This paper aims to design the procedure to follow to achieve an improved AI-based 
methodology which would assess working postures load, based on a previous method-
ology developed by the IBV [30].  The new methodology endeavors to improve preci-
sion, simplicity, and time efficiency, while additionally exploring the feasibility of 
incorporating the variable of sex. Furthermore, this paper seeks to provide an over-
view of the current progress achieved in the developmental process thus far. 

2   Methodology  

The main objective of this paper is to develop software that is based on artificial intel-
ligence (AI) capabilities to enable the automation of postural analysis using the 
OWAS method. Furthermore, we aim to investigate the viability and potential benefits 
of incorporating additional factors, such as sex, which may contribute to variations in 
the risk of developing musculoskeletal disorders (MSDs) [21]. 

2.1   Current model structure 

Starting from previous methodology (ErgoIA), accessible via the website 
(https://ergoia.ibv.org), this study uses artificial intelligence (AI) techniques to facili-
tate the automated analysis of individuals' work-related movements, thereby simplify-
ing the process of ergonomic assessment. 
ErgoIA adheres to the following postural risk assessment process based on OWAS 
[31] (Fig. 1): 

 

 

Fig. 1. ErgoIA process to obtain OWAS risk level 
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The detailed process phases are outlined below: 
1.- The initial phase involves input data entry, consisting of RGB images extracted 

from videos. 
2.- Upon loading the videos into the software, they are transmitted to a server for 

processing through the application of the OpenPose neural network, employing the 
MobileNet v1 architecture as a feature extractor [32], with additional post-processing 
layers incorporated to calculate parameters essential for ergonomic assessment. 

3.- The neural network identifies 17 key points pertaining to the facial, trunk, arm, 
and leg regions, thereby determining the person's posture in the image. 

4.- Subsequently, a decision tree, functioning as a complementary component to the 
neural network, facilitates the extraction of parameters necessary to ascertain the posi-
tioning of body segments in accordance with the OWAS postural coding scheme. This 
coding scheme encompasses five potential back positions, three potential arm posi-
tions, and seven potential leg positions (Figure 2). 

5.- This step leads to the codification of the posture, which corresponds to the in-
put data required for the application of the OWAS method. By default, the load code 
is set to 1 (indicating loads less than 10 kg), as the OpenPose system cannot detect the 
specific load magnitude. 

6.- The output data generated entails the assessment of posture risk levels, consid-
ering the load as less than 10 kg. Software users have the option to review and rectify 
the coded postures, as well as manually assign a different load code (2 for loads rang-
ing from 10 to 20 kg, and 3 for loads exceeding 20 kg) when necessary. 

 

Fig. 2. List of the possible back, upper limbs and lower limbs positions according to OWAS 
classification and an example of posture description. [12] 
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2.2   Structure of the future model to assess postural load model based on OWAS 

Starting from this methodology, ErgoIA seeks to simplify the process to reach the 
follow-ing one (Fig. 3). 

 

Fig. 1. New AI-based methodology process to obtain OWAS risk level 

 
Here we describe the future model steps:   
1.- The process begins with the input data entry, comprising RGB images extracted 
from videos. 
2.- Subsequently, a new algorithm is employed to directly extract the posture codifica-
tion from the image, adhering to the OWAS coding scheme. By default, the load code 
is set to 1 (indicating loads less than 10 kg). 
3.- The OWAS methodology is then implemented, using the posture codification ob-
tained from the algorithm. 
4.- The resulting output data encompasses the OWAS posture risk levels, assuming a 
load code of less than 10 kg. Users of the software have the option to review and recti-
fy the coded postures, and manually assign a different load code (2 for loads ranging 
from 10 to 20 kg, and 3 for loads exceeding 20 kg) if necessary. 

2.3   Description of the process necessary to achieve the future model of postural 
load based on OWAS   

To achieve the development of a new posture detection model, a process compris-ing 
five distinct steps or phases is proposed. Each of these steps, crucial to the con-
struction of the novel model, is described in detail below. 

1.- Data collection: RGB images are collected for training the AI model. The avail-
ability of a sizable dataset is essential to ensure accurate and meaningful predictions 
from AI models [33]. Data collection is performed using ErgoIA, where users with 
different profiles, including client users, students attending ErgoIA training, and soft-
ware developers, upload videos. Prior to utilizing the images from these vide-os, indi-
viduals appearing in each video are required to provide informed consent for the pro-
cessing of their images for research, development, and innovation purposes in the field 
of human movement analysis conducted by the Instituto de Biomecánica de Valencia 
(IBV). 
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2.- Data labelling: Experts   with advanced ergonomics training under-take the task of 
labelling the collected data. Initially, the existing method (ErgoIA, Fig.3) is applied, 
followed by subsequent corrections, including: 

- Rectifying positions that the AI model may have failed to code accurately. 

- Eliminating frames that do not meet the necessary conditions for postural 
analy-sis. 

Participating experts are IBV researchers who can demonstrate a profound under-
standing and significant expertise in the realm of ergonomics. These experts possess 
the necessary qualifications to practice as "Técnico Superior en Prevención de Ries-
gos Laborales" (Senior Technician in Occupational Risk Prevention) in Spain, specifi-
cally with at least the specialization in ergonomics and psychosociology (Ergonomía y 
Psicosociología). Furthermore, they actively participate in the fields of ergonomics 
and occupational health in their usual work environment. 
 

 
Fig. 3. Screenshot of ErgoIA, an example of a posture OWAS coding. 

The essential conditions for postural analysis entail ensuring that the full body of the 
individual in the frame is visible without obstructions, and distinguishing the body 
segments (arms, trunk, and legs) coded by the OWAS method. Additionally, only a 
single person should be present in the analyzed frame, and the image quality should be 
sufficient to distinguish the person, avoiding issues such as blurriness, motion blur, 
low contrast, or being out-of-focus. 
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In addition, the sex of the individuals depicted in the images will be annotated to facil-
itate subsequent analysis aimed at investigating potential correlations between the 
level of postural risk, the adopted postures during task performance, and the sex of the 
workers. The incorporation of this variable in the new model will be studied depend-
ing on the results obtained. 

3.- Selection of a pre-trained neural network: A pre-trained neural network special-
ized in person and posture detection will be chosen to reduce the amount of data re-
quired for network training. The neural network will be chosen based on the amount 
of data that can be collected. 

4.- Neural network training: The collected and labelled data are used to train the se-
lected neural network. This training enables the network to establish associations 
between detected postures and the 84 possible combinations of postures (arms, trunk, 
and legs) outlined by the OWAS methodology. By default, a load code of 1 (indicat-
ing loads less than 10 kg) is considered. Consequently, the corresponding level of risk 
associated with each posture is obtained. If higher loads are present, the load code can 
be manually adjusted to 2 (10-20 kg) or 3 (greater than 20 kg), leading to the determi-
nation of the corresponding risk level. Notably, the incorporation of the sex variable 
into the ergonomic analysis is pursued, aiming to investigate potential asso-ciations 
between sex and the OWAS risk level. 

5.- Experts validation process: The trained neural network undergoes a validation 
process conducted by experts. The validation primarily focuses on verifying whether 
the new network accurately encodes postures according to the OWAS methodology, 
considering the positions of the arms, trunk, and legs, while disregarding the load 
factor. Additionally, the hypothesis that employing an AI-based methodology for 
postural analysis saves time will be examined. Ergonomics experts will perform vari-
ous postural analyses using two approaches: 

- The new neural network trained according to the procedure outlined in this 
paper. 

- The OWAS module of Ergo/IBV Software [34], a software developed by the 
Instituto de Biomecánica de Valencia (IBV) for assessing ergonomic risks at 
work. 

The analysis will consider the number of postures that the new network may have 
failed to code accurately, as well as the time required by the experts to perform the 
ergonomic analysis in both cases. 

3   Results  

In the ongoing process phase aimed at achieving the future model of postural load 
based on the OWAS methodology (as discussed in Section 2.3), the progress thus far 
encompasses steps 1 and 2. A summary of the analyzed data is presented in Table 1. 
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Table 1. Summary of data already analyzed, to 30/05/2023 

Videos 
collected 

Total frames 
analyzed 

Discarded 
Frames (units and %) 

Labelled 
Frames (units and %) 

117 7520 2404 – 31,97% 5116 – 68,03% 

 
Table 1 illustrates that to date (30/05/2023), a total of 117 videos have been gath-ered. 
From these videos, 7520 frames have been obtained (RGB images) and have been 
subjected to analysis. Within this dataset, 2404 frames have been excluded due to the 
presence of at least one of the following criteria: absence of a person, multiple per-
sons, incomplete depiction of the body segments required for OWAS coding, or the 
frames being blurry or out-of-focus. Consequently, a total of 5116 valid frames have 
been identified and subsequently labelled. 
This implies that approximately 31.97% of frames have been discarded, a consider-
able proportion. 

4   Discussion 

One plausible explanation for this substantial number of excluded frames (31.97% of 
total frames analyzed) may be attributed to the fact that many users and students, who 
are not yet proficient with the software, upload test videos without ensuring that all the 
necessary conditions for accurate processing are met. 
It is also important to acknowledge that certain occupations inherently pose chal-
lenges in capturing recordings of a single individual or in an unobstructed view of all 
body segments. This limitation must be considered throughout the development of this 
methodology. 
Another noteworthy consideration pertains to the involvement of experts in both the 
labelling process and the validation of the new model, specifically about steps 2 and 5 
of the process aimed at achieving the future model (section 2.3). While these experts 
are knowledgeable in the same field, it is important to acknowledge that each re-
searcher brings their own unique experiences and areas of expertise. Consequently, the 
potential for biases to emerge in their results should be carefully examined. It is im-
perative to explore approaches that can yield more dependable assessment out-comes, 
along with assessing intra- and inter-rater reliabilities. 
Remarkably, the OWAS methodology boasts a high degree of intra-rater reliability 
[22] [29], being one of the reasons why this methodology has been used for the im-
plementation of AI in this new model. 
The ultimate objective is to persist in advancing this process to create an AI-based 
methodology that effectively evaluates the workload associated with different work-
ing postures. This approach seeks not only to save time for professionals but also 
incorporate the consideration of sex, where applicable. 
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5   Conclusions 

The quantity of collected data indicates that a satisfactory sample will be acquired; 
however, there exists a limitation imposed by the proportion of discarded frames. The 
percentage of 31.97% is notably elevated, thereby necessitating the identification of 
approaches to mitigate this occurrence, thereby enhancing the efficiency of labelling. 
Additionally, an interesting subject of inquiry pertains to the inclusion of sex as a 
factor during the coding and analysis of frames. This investigation aims to explore 
potential associations between sex and postural risk and determine the feasibility of 
incorporating this variable within the methodology to proactively address musculo-
skeletal disorders (MSDs). 
Despite the aforementioned limitations, it is anticipated that this research will con-
tribute to the validation of AI implementation for ergonomic assessment. Further-
more, it will serve to support future investigations in this field, facilitating the devel-
opment of more effective methodologies and reducing the time required for ergo-
nomic analysis. 
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Abstract. During these last years, the use of embedded systems has grown ex-
ponentially, mainly due to the expansion of the Internet of Things (IoT). Data 
collected by IoT devices are sent to the cloud to be processed in datacenters. 
Edge Computing philosophy wants to change this “passive” behavior of IoT 
devices. The basic idea is to process data produced by IoT devices closer to 
where they were created, instead of sending them through long routes. 
New challenges have emerged with the change to the Edge Computing philoso-
phy. One of them is reliability. IoT devices have been built with low-reliable 
components, reduced weight and volume, and not very high computing and 
memory capacity for low power consumption. With these conditions, how can 
we rely on the results obtained by these devices? 
In this work, we have tried to answer this question by analyzing the effects of 
the inclusion of different software-implemented Error Correction Codes in real 
embedded systems, typically used in IoT.  

1   Introduction 

The exponential growth of IoT devices has provoked an incredibly big amount of 
generated data [1]. Usually, the processing of these data is done in a different place. 
Data generated in IoT devices are sent through routers/gateways to be processed in 
remote units and stored in different and remote storages [2]. With the increase in the 
number of IoT devices (and the generated data), the necessary bandwidth multiplies, 
especially for time-sensitive applications [3]. 

This process can be speeded up if processing is done near data are generated. Edge 
Computing is a new computing paradigm that proposes the processing of the data 
produced on the edge of the network in this same edge. The main idea is to carry out 
data processing near the data source, saving latency time, bandwidth, power con-
sumption, and even, cloud outages [4][5]. In addition, services can be provided at the 
edge of the network [3]. 
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Focusing on IoT devices, in traditional cloud computing, data produced are sent to 
the cloud, and data consumers send data requests to the cloud. As the amount of data 
transmitted is too large, this process will lead to huge unnecessary bandwidth and 
computing resource usage. Moreover, privacy protection requirements must be con-
sidered [5]. 

Nowadays, CMOS technology integration scale has allowed to design memory sys-
tems with a great storage capacity. However, this aggressive scaling has also caused 
an increase in memory failure rate [6]. As the memory cell critical charge and the 
energy needed to cause a Single Cell Upset (SCU) is also reduced, Multiple Cell 
Upsets (MCUs), that is, simultaneous errors in more than one memory cell, can also 
be induced by a single particle hit [7]. 

A possible solution is the use of Error Correction Codes (ECC) [8]. ECC are typi-
cally designed trying to minimize the number of redundant bits, as they are added to 
each word in the whole memory. In addition, ECC circuitries introduce some over-
heads, such as encoding and decoding latencies, silicon area, and power consumption. 

Nevertheless, what happens in already built systems? That is, what happens when 
the memory of a system is already designed? And, what happens if this system is an 
IoT device? Can this type of device tolerate single or multiple faults? 

If an IoT device is going to process data, we must rely on this processing. Thus, 
data should be protected. IoT devices have been built with low-reliable components, 
reduced weight and volume, and not very high computing and memory capacity for 
low power consumption. In this way, if we need fault tolerance, it must be imple-
mented by software, as the low-cost hardware used doesn’t have this protection. As 
far as we know, there exists one fault-tolerant microprocessor on the market that can 
be used for IoT devices [9]. However, few studies have been done analyzing the im-
pact of the inclusion of an ECC in a non-fault tolerant IoT device, that are the most 
common IoT devices. 

In this paper, we deep into this type of study, which began in [10][11]. YTo do 
this, we have developed a small meteorological monitoring system, in which we are 
interested in protecting different variables. This simple control system will help us to 
carry out the proposed study. Thus, we have included a whole series of ECC with 
different fault tolerance properties. Once added, we have measured the size of the 
ECC and checked if the code can be executed on time. In this way, we can examine 
the effect of including the ECC in the system. 

This work is organized as follows. Section 2 describes the systems and ECC used. 
Section 3 explains the results obtained, and Section 4 concludes the paper. 

2   System description 

2.1   Microprocessors used 

We have used two different systems to carry out our experiments. The first one is 
based in the STM32F429i-DISCOVERY card [12]. It includes a development kit with 
an ARM Cortex-M4 architecture. Some of the characteristics of this card are [12]: 
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 ARM-Cortex M4 architecture. 
 Integrated debugging tool.  
 2.4’’ QVGA TFT LCD. 
 External 64 Mbit SDRAM. 
 System clock: 180 MHz. 
 A set of sensors and actuators (gyroscope, LEDs and buttons). 

 
The second system is based on an Arduino UNO R3 board [13], with these charac-

teristics: 
 • ATmega328p microcontroller. 
 • 32 KB Flash memory, and 2 KB SRAM, and 1KB EEPROM. 
 • 16 MHz clock frequency.  

 
In both systems, we have added a temperature and humidity sensor, as well as an 

RGB LED. Also, in the Arduino-based system, we have included an LCD1602 mod-
ule (LCD screen with 16 columns and 2 rows). 

Data is obtained by the of temperature and humidity sensor. This data is protected 
by the different ECC explained in the next subsection. RGB LED will activate differ-
ent colors depending on the values of the data obtained by the temperature and hu-
midity sensor. Also, these values will be shown in both LCDs. As the behavior of the 
system depends on values obtained from the temperature and humidity sensor, we 
have protected them with a series of ECC. The rest of variables of the system rei-
nitialize each time they are used, so their protection is less critical. The idea is to 
protect and verify that the data obtained from the sensor is correct, without having to 
delay taking new measurements. In the future, we want to complete this control sys-
tem by adding more sensors and actuators. 

2.2   Error Corrections Codes used 

Before describing ECC employed, we must remark that all these ECC have been 
designed and optimized for hardware implementations. In this work, we have adapted 
these implementations to functions that can be used by our software. In this way, we 
can study the influence of these ECC in the software size and execution time by im-
plementing different encoding and decoding functions with diverse error coverages. 
Table 1 summarizes the fault tolerance of the different ECC. 

 
Hamming SEC code 
Broadly used, Hamming SEC (Single Error Correction) code [21] is a linear block 

code that can correct 1-bit errors with the lowest redundancy, as well as simple and 
fast encoding and decoding operations. This ECC was one of the first ECC used to get 
data reliability. In this work we have used a Hamming (38, 32) SEC code. 

 
OLS SEC-DEC code 
Orthogonal Latin Square (OLS) codes achieve multiple bit correction with simple 

and fast decoders. They are based on one step majority logic decoding (OS-MLD) 
[17][18][19]. OLS codes are derived from a set of mutually orthogonal latin squares. 
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Latin squares are based on an m×m matrix with columns and rows built as permuta-
tions of integers, in such a way that each value appears once in each row and column. 
OLS codes present a simple and fast decoding implementation, although their redun-
dancy is very high and not all word lengths fit in an OLS ECC directly, as no orthog-
onal matrices exist in some cases. In this work, we have used an OLS (55, 32) code 
able to correct 2 random bits in error. 

Table 1. Redundancy and Fault Tolerance of each ECC 

ECC Nº of data 
bits 

Nº of code 
bits Fault Tolerance  

Hamming SEC 32 6 Correction: single bit errors 

OLS SEC-DEC 32 23 Correction: single and 2-bit random errors 

SEC-DED-8AEC 32 32 Correction: 8-bit burst errors, 8-bit adjacent errors  
Detection: 2-bit random errors; 12-bit burst errors.  

SEC-DED-12AEC 32 32 Correction: 8-bit burst errors, 12-bit adjacent errors  
Detection: 2-bit random errors; 12-bit burst errors. 

SEC-DED-16AEC 32 32 Correction: 8-bit burst errors, 16-bit adjacent errors  
Detection: 2-bit random errors; 12-bit burst errors. 

SEC-DED-20AEC 32 32 Correction: 8-bit burst errors, 20-bit adjacent errors  
Detection: 2-bit random errors; 12-bit burst errors. 

FUEC-DAEC 16 7 Correction: single and 2-bit adjacent errors; 
Detection: 3- and 4-bit burst errors 

FUEC-TAEC 16 8 Correction: single, 2-bit adjacent errors, 3-bit burst errors; 
Detection: 4-bit burst errors 

FUEC-QUAEC 16 9 Correction: single, 2-bit adjacent errors, 3- and 4-bit burst 
errors; 

 
Ultrafast codes 
Originally, the main objective of Ultrafast codes [14] implemented in hardware 

was the reduction of encoding and decoding latencies. The processing speed of their 
hardware implementations makes them especially suitable for systems in which speed 
is essential. Although a software implementation loses part of the advantages in laten-
cy reduction, the error coverage achieved by these codes makes them an interesting 
option for this work. In this way, although their redundancy in hardware is very high, 
in this work it can be acceptable, as we want to protect only a set of variables, not the 
complete memory. 

The original ECC can correct single errors, up to 5 adjacent errors and detect 2 
non-adjacent errors (summarized as SEC-5AEC-DED) on a 16-bit code word that 
encodes an 8-bit data word. From this ECC, it is possible to design various decoders 
with different error coverages (5AEC, 4AEC, etc.). Also, several encoders and decod-
ers can be combined to protect longer data words. For instance, it is viable to generate 
ECC for data words of 16, 32 and 64 bits (and even longer data words) [13].  

Thus, in this work, we have used next ECC (all of them designed to protect 32-bit 
data words): i) SEC-DED-8AEC; ii) SEC-DED-12AEC; iii) SEC-DED-16AEC; and 
iv) SEC-DED-20AEC. 

All these ECC can correct up to 8-bit burst errors and detect 2 errors in random 
bits, and up to 12-bit burst errors. Also, each one of them can correct the adjacent 
errors pointed (8, 12, 16, and 20). This fault tolerance capacity has been achieved by 
using interleaving [15]. More information can be seen in [14]. 
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FUEC-xAEC 
Next group of ECC used was introduced in [16]. In this case, these ECC are de-

signed to protect 16-bit data words. ECC implemented are: 
 FUEC-DAEC. Using 7 parity bits, this ECC can correct single and double ad-

jacent errors, as well as it can detect 3- and 4-bit burst errors. 
 FUEC-TAEC. In this case, using 8 code bits, this ECC can correct single and 

double adjacent errors, as well as 3-bit burst errors. In addition, it can detect 4-
bit burst errors. 

 FUEC-QUAEC. This ECC can correct single and double adjacent errors, as 
well as 3- and 4-bit burst errors using 9 redundant bits. 

3   Results obtained  

3.1   Redundancy analysis 

When designing an ECC, one of the most important parameters is the number of extra 
bits that are added. These bits, called parity bits, code bits, or redundant bits, are gen-
erated by the encoder and used by the decoder to detect and/or correct possible errors.  

These extra bits must be stored together with each one of the memory words, so it 
is important to achieve a low number of them. Anyway, a greater error coverage 
commonly requires a higher number of parity bits. In this work, we are protecting a 
determined number of variables, so parity bits are not stored in each memory word. 
As the number of variables augments, much more attention should be put on this 
parameter. Table 1 summarizes the number of data and code bits for each ECC used 
in this work. 

An aspect to consider is that FUEC-DAEC, FUEC-TAEC and FUEC-QUAEC are 
designed for 16-bit data words. In the case of hardware implementation, two encoders 
and two decoders would be used, each encoder/decoder pair processing 16 bits. In the 
case of this work, we have processed the lower part of the data word first, and then 
the upper part. 

To check the behavior of the different ECC, we have carried out a set of fault in-
jection experiments by instrumentalizing the software. We have implemented a small 
fault injection routine able to emulate bit-flips in the protected variables. We have 
injected single and multiple adjacent faults, as well as burst errors. Neither the soft-
ware size nor the execution time of the fault injection routine have been included in 
the tables of next subsections. 

3.2   Software size analysis 

Table 2 shows the software sizes obtained after implementing the different Ultrafast 
codes for both systems (in parenthesis, the overhead percentage produced with respect 
to the non-protected system). We can see that software size grows with the error cov-
erage. This is an expected result, as a higher error coverage is accomplished with 
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more complex formulas during encoding and decoding processes. Specifically, the 
biggest software size corresponds to SEC-DED-20AEC. In the case of the 
STM32F429i-DISCOVERY card, this software size is affordable, as it has 64 MB of 
memory.  

In the case of the Arduino UNO, we can observe that the ECC with the highest 
fault tolerance capacity (SEC-DED-20AEC) cannot be implemented (only 32 KB of 
memory is available). Also, the SEC-DED-16AEC version can be implemented, but it 
occupies almost all memory. 

We can see also that software size in the Arduino UNO system is lower than in the 
STM32F429i-DISCOVERY card. This is caused by the specific bit functions of the 
Arduino programming language [16]. This can be seen more clearly in the overhead 
percentages. They are smaller for STM32F429i-DISCOVERY than for Arduino 
UNO. As just commented, these numbers are caused by the specific programming 
constructions allowed in each system. 

Table 2. Size of software 

System ECC Size (KB) 

STM32F429i-
DISCOVERY 

[10] 

Non-Protected System 21.0 

SEC-DED-8AEC 29.0     (38.10%) 

SEC-DED-12AEC 33.4     (59.05%) 

SEC-DED-16AEC 35.0     (66.67%) 

SEC-DED-20AEC 40.6     (93.33%) 

Arduino 
UNO 
[11] 

Non-Protected System 9.72 

SEC-DED-8AEC 25.12    (158.44%) 

SEC-DED-12AEC 29.26    (201.03%) 

SEC-DED-16AEC 31.32    (222.22%) 

SEC-DED-20AEC -- 

3.3   Execution time analysis 

Table 3 presents the execution time of the Ultrafast ECC implemented (in parenthesis, 
the overhead percentage produced with respect to the non-protected system). As ex-
pected, a greater fault tolerance carries out a greater execution time. As the tempera-
ture and humidity sensor used generates new data every 2 seconds, both systems can 
execute data protection without problems of temporization. 

In general, software execution time is lower for the STM32F429i-DISCOVERY 
card. As this element has a greater clock frequency, software execution is faster. In 
the case of the Arduino UNO, we can see small differences between the execution 
times of each code. Bit functions of Arduino environment allows a fast and efficient 
software execution, causing these small differences This can be observed in the over-
head percentages. We can see that the overhead of the slowest ECC (SEC-DED-
16AEC) is lower than 1%. 
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Table 3. Execution time 

System ECC Execution time (ms) 

STM32F429i-
DISCOVERY 

[10] 

Non-Protected System 159.2 

SEC-DED-8AEC 175.3   (10.11%) 

SEC-DED-12AEC 189.8   (19.22%) 

SEC-DED-16AEC 202.0   (26.88%) 

SEC-DED-20AEC 233.7   (46.80%) 

Arduino 
UNO 
[11] 

Non-Protected System 532.8 

SEC-DED-8AEC 536.5   (0.55%) 

SEC-DED-12AEC 537.0   (0.79%) 

SEC-DED-16AEC 537.2   (0.83%) 

SEC-DED-20AEC -- 

3.4   Deeper analysis of Arduino UNO 

We have extended our study by implementing more ECC in the Arduino system, as 
Arduino is extensively used in IoT. As seen before, Arduino has a smaller memory 
capacity and a lower clock frequency than the STM32F429i-DISCOVERY. Specifi-
cally, we have implemented a series of ECC with lower fault tolerance capacities 
(FUEC-xAEC). Also, we have deactivated the Double Error Detection in the SEC-
DED-xAEC codes (resulting in codes called SEC-xAEC). Finally, we have also im-
plemented the Hamming and OLS ECC, well-known ECC used intensively. Results 
can be seen in Table 4 and Table 5 (in parenthesis, the overhead percentage produced 
with respect to the non-protected system). 

Table 4. Size of software (Arduino UNO) 

System ECC Size (KB) 

Arduino 
UNO 

Non-Protected System [11] 9.72 

Hamming SEC 13.56   (39.51%) 

OLS SEC-DEC 17.11   (76.03%) 

SEC-8AEC [11] 16.57   (70.47%) 

SEC-12AEC [11] 18.06   (85.80%) 

SEC-16AEC [11] 19.30   (98.56%) 

SEC-20AEC [11] 22.63   (132.82%) 

FUEC-DAEC [11] 13.20   (35.80%) 

FUC-TAEC [11] 15.11   (55.45%) 

FUEC-QUAEC [11] 16.31   (67.80%) 

 
We can see that all these ECC can be executed in the Arduino UNO system. With 

respect to the software size (Table 4), Double Error Detection property of SEC-DED-
xAEC codes need very complex formulas that provoke big size software. Without this 
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characteristic, even the ECC with the highest fault tolerance fits in the Arduino UNO 
memory. About FUEC-xAEC codes, they have a lower size, as their fault tolerance is 
also lower, so they fit without problems in the Arduino memory. Finally, Hamming 
code presents a low size, as its fault tolerance is also low, whereas OLS code presents 
a high overhead. This ECC was designed to get a low delay, so it presents a high 
redundancy, that provokes this great overhead.  

Table 5. Execution time (Arduino UNO) 

System ECC Execution time 
(ms) 

Arduino 
UNO 

Non-Protected System [11] 532.75 

Hamming SEC 533.83  (0.20%) 

OLS SEC-DEC 537.59   (0.91%) 

SEC-8AEC [11] 535.67   (0.55%) 

SEC-12AEC [11] 535.85   (0.58%) 

SEC-16AEC [11] 535.98   (0.61%) 

SEC-20AEC [11] 536.00   (0.61%) 

FUEC-DAEC [11] 534.43   (0.32%) 

FUC-TAEC [11] 534.92   (0.41%) 

FUEC-QUAEC [11] 535.24   (0.47%) 

 
Regarding the execution time (Table 5), differences are minimal. We can see that 

the overhead introduced by the different ECCs is lower than 0.91%, so all ECC meet 
the 2 seconds period of the humidity and temperature sensor. 

4   Conclusions 

In this work, we have implemented different ECC with a wide variety of fault toler-
ance capacities in two typical IoT devices. The idea has been to check the viability of 
this protection against possible memory faults. Although ECC implemented in this 
work were originally designed for hardware, we have checked that it is possible to 
implement them in software. As we are protecting a limited number of variables in-
stead of the complete memory, it is viable using ECC with a great number of redun-
dant bits. Also, we have checked that this protection is effective for single and multi-
ple faults. 

This work opens the opportunity to use low-cost IoT devices in systems where re-
liability is needed. Specially, in the Arduino system, we have seen that the temporal 
overhead is minimal, an important issue in real time behaviors. 

Next step will be testing more complex control systems, including more sensors 
and actuators, which would lead to an increase in the number of variables to be pro-
tected. In addition, other types of ECC, and implementations specifically designed 
and optimized for software, will be checked. Also, it is necessary a deeper study on 
the power consumption when ECC are added. 
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Abstract.  Wireless Sensor Networks (WSNs) are widely used for collecting, 

communicating, and sharing information in various applications. Achieving con-

fidentiality and security in these systems remains a major challenge due to their 

limited resources. Nowadays blockchain (BC) technology is one of the most 

promising technologies. It provides security, avoids centralization, and a trusted 

third party. However, applying BCs in WSNs is not an easy task because BCs 

tend to consume a lot of energy, computation and memory resources. In this 

work, the additional complication of adding BC in WSNs is compensated by an 

energy minimization strategy, which is basically based on minimizing the pro-

cessing overhead of generating the blockchain hash value, and encrypting and 

compressing the data traveling from the cluster heads to the base station to reduce 

the total traffic, leading to a reduction in energy per node. A specific hardware 

circuit is in charge for implementing the compression technique, hash generation 

and data encryption. Its compression algorithm is based on chaotic theory. Re-

sults show that consumption can be reduced up to 63% following this proposal, 

making BC technology applicable in these environments. 

1   Introduction 

Wireless sensor networks (WSNs) are multi-hop self-organizing network systems that 

consists of many low-cost wireless sensor nodes (SNs) connected through wireless 

communications. As a significant part of the Internet of Things (IoT), WSNs play an 

important role in many applications. In most cases, the SNs are operated by a battery 

and cannot be recharged. Moreover, the SNs may be positioned in hard-to-reach or 

inaccessible environments and are anticipated to stay operating for several months or 

years. Therefore, mechanisms to reduce the energy consumption of these nodes and 

maximize the network life cycle have lately attracted the attention of many researchers 

[1].  

 

In addition, most WSNs are defenseless against security threats and pose a number of 

security challenges [2]. Security in WSNs and IoT is a key problem and not an easy 

one [3]. Security mechanisms require certain resources for their implementation, such 

as code space, data memory, and energy to power the sensor. But these resources are 

very limited in small wireless sensors [4]. 
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One type of security technology is a blockchain (BC), introduces by Nakamoto [5] in 

2008. The security of blockchain systems is vital for potential users [6]. BCs are seen 

as a very robust technology for resolving trusted communications in a decentralized 

manner. The basic power of BC is decentralized, allowing direct transactions point-to-

point. It is possible to use this approach in distributed systems, since trust is not required 

for nodes to perform transactions, because a third party is no longer needed in a block-

chain [7]. The definition of blockchain is a chain of valid transaction blocks, each con-

taining the hash of a previous block in blockchain. Once a transaction is verified, it is 

broadcasted to the network and added to each blockchain copy. Therefore, a blockchain 

is fundamentally a decentralized, distributed, shared, and immutable database ledger 

that stores the record of assets and transactions over a peer-to-peer (P2P) network [8]. 

 

As stated before, and corroborated by many researchers [9–10], WSN/IoT nodes have 

three major limitations: battery capacity, computing hardware and memory. This will 

create complexity in achieving security features in such systems [11,12]. 

 

The main cause of power consumption is the process of transmitting and receiving data; 

hence, the greater the volume of data, the higher the power consumption, because the 

transmission and reception time will be longer. In addition, the longer the distance be-

tween transmitter and receiver, the higher consumption. Moreover, data processing is 

also an important factor in energy consumption. Data processing includes the follow-

ing: i) Block creation, ii) Mining (obtaining a consensus), iii) Hash generation, iv) Cre-

ation of encryption keys and v) Encryption process and use of complicated algorithms. 

 

This work contributes to reducing the energy consumption of WSNs while ensuring 

security through blockchain technology. The solution is based on a dedicated hardware 

design that works on the basis of chaos theory's principle of the compressive sensing 

(CS) to generate a hash value, data compression and data encryption. The use of hard-

ware-implemented chaotic operations for hash computation is well suited. It provides 

the recommended statistical properties of the generated random numbers using deter-

ministic formulas, resulting in reduced hardware complexity while preserving reliabil-

ity compared to probabilistic methods for hardware random numbers generation. In ad-

dition, fixed-point hardware is possible when using deterministic formulas, which 

means further reduction in hardware complexity [13]. As a result, there is no longer 

necessary to add an algorithm to encrypt data which consumes a lot of resources in 

terms of time and energy. 

 

To demonstrate the advantages of our hardware approach, the power consumption and 

WSN lifetime with respect a WSN provided with blockchain functionality without our 

dedicated circuit and a WSN with blockchain implementation and CS techniques im-

plemented in software will be evaluated.  
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2   Proposed System 

This section describes the proposed circuit to provide a solution when implementing a 

blockchain in a WSN. This circuit will be responsible for performing the data compres-

sion and security functions (blockchain related functions) to reduce the load on node 

processors and power consumption. The compression process uses the signal compres-

sion technique with chaos to select the samples while considering encryption, while the 

authentication operations include hash generation. 

2.1   Circuit design and implementation 

The two main function of the dedicated circuit are: i) signal compression and ii) the 

hardware-implemented algorithms for encryption and hash generation. The following 

subsections describe their main characteristics. 

2.2   Signal compression 

The first function of the designed circuit is to compress the data based on chaos theory 

for sampling. Compressive sensing (CS) requires random sampling.  Usually, uniform, 

Gaussian or Bernoulli distributions are used. However, the generation of these random 

sensing matrices is complicated and requires high memory storage. Chaos is an alter-

native and less complicated way to generate these sensing matrices, which are gener-

ated using a deterministic approach with a few parameters that can control the sending 

and receiving parties. In addition, the use of chaos introduces a level of security due to 

the sensitivity of chaos to its parameters. The control parameters consist of three values: 

length of the chaotic sequence L, α, and the initial value X0. They control the determi-

nation of the outputs of the chaotic system by certain initial states of these parameters. 

These chaotic equations are created through a simple chaos system, comprising the lo-

gistical map determined by Eq. (1).  

 

  𝑋𝑛+1 = 𝑎 𝑋𝑛(1 − 𝑋𝑛)       (1) 

 

The signal compression algorithm using chaotic logistic map is: 
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where X0 is the initial value of chaotic logistic map, L represents the length of 

the chaotic sequence, α is a control parameter defined as a value to determine the ap-

pearance and behavior of the logistic map, d and b are constant set to the maximum 

required sampling interval, SoS represents the length of the original signal, V is the 

input signal and Y represents the value of the resulting compressed data. 

 

Experimentation with this technique show a compression rate equal to 51.167% with a 

standard deviation equal to 0.077. 

2.3 Encryption and hash value generation 

Chaotic compressive sensing is designed to achieve simultaneous compression and en-

cryption [14,15]. This encryption has many important features: security analysis 

showed that this resists brute force attacks, is sensitive to secret keys, robust against 

statistical attacks, and can use the parameters of the chaotic system as the secret key in 

the construction of the measurement matrix and also the masking matrix [14]. The com-

putational complexity of these operations is much lower than that of the current main-

stream RSA encryption scheme [16]. In addition, the circuit is also responsible for gen-

erating the hash value that represents the backbone of blockchain technology and is also 

considered the main block identifier in the blockchain. This method is proposed be-

cause it is characterized by low complexity.  The hash is outlined in the following al-

gorithm.  
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Thus, when cluster-head receives the compressed and encoded data from Sensor nodes, 

the designed circuit creates a chaotic sequence, computes the hash and then composes 

the Tx block by encrypting the data with the previous hash.  

 

The above algorithms where coded in Verilog language and synthetized on a FPGA. 

From the FPGA implementation of the proposed circuit, power consumption results 

have obtained, as shown in next section. The hash generation and compressed sensing 

algorithms were also implemented in software to compare the improvements in power 

consumption with those obtained in hardware. 

 

3   Results 

In this section, we analyze the performance of our proposal by evaluating its energy 

efficiency. For this purpose, we will compare our proposal with other versions of a 

WSN with blockchain but without the dedicated circuit.  The simulation and evaluation 

of the proposed method is performed in MATLAB version 2019b environment using 

the results obtained from the implementation of the circuit in the FPGA and the power 

consumption of the software versions.  

 

The power consumption of the implemented dedicated circuit for compression is shown 

in Table 1. 
Table 1. Dedicated circuit consumption for CS and Hash 

Function Power consumption / Watt Signal size 

CS 0.082W 752 bits 

Hash 0.663 W 752 bits 

 

To compare with software-implemented functions, hash SHA256 generation algorithm 

was implemented in an ultra-low power microcontroller. A STM32L476 from ST sem-

iconductors was selected as a representative microcontroller of actual embedded 
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applications. Data from ST1,2 shows a power consumption equal to 28 μA/ MHz using 

an external switched-mode power supply (SMPS) and operating at 24 MHz. This is the 

minimum consumption in an operational stage. With this consumption per MHz, the 

best results (minimum consumption) can be obtained. Additionally, results were also 

obtained for a more common case. An experiment was performed with the microcon-

troller running at 80 MHz (its maximum frequency) and without external switched-

mode power supply. This could be representative of many actual designs.  

 

Table 2 presents the power consumption for SHA256 algorithm implemented by soft-

ware in the STM32L476 microcontroller. 

 

 
Table 2. Software implemented versions. Power consumption  

 24 MHz with SMPS 80 MHz without SMPS 

Algorithm     

SHA (3800 bits 

of input data) 

120 ms 0,0002611J 36 ms 0,00114998J 

 

 

Our proposal will be compared as follows: 

 

a) We will obtain the energy consumption and lifetime of a WSN with the 

Leach algorithm and a traditional software-implemented blockchain (i.e., 

no data compression or software-obtained hash calculation). 

b) We will compare the above results with a WSN with Leach's algorithm and 

a software-implemented blockchain (i.e., without the dedicated circuit) but 

with the chaos compression algorithm. The compression technique (chaos) 

should be responsible for part of the improvements in network lifetime. 

Therefore, we decided to measure the advantages and disadvantages (addi-

tional consumption) of implementing chaos compression in software. 

c) Finally, we will obtain the results of our proposal: a WSN with a Leach 

algorithm and hardware implemented support (dedicated circuit) for block-

chain operations.  

 

For each of the above scenarios, the network lifetime has been obtained. The network 

lifetime can be described as the time elapsed from the start of the simulation to the time 

when the battery power of the last node does not allow its operation (the node dies). In 

all cases the initial number of nodes is 100. 

  

 
1 https://www.st.com/resource/en/application_note/an4978-design-recommendations-for-

stm32l4xxxx-with-external-smps-for-ultra-low-power-applications-with-high-performance-

stmicroelectronics.pdf 
2 https://www.st.com/resource/en/product_presentation/stm32l4_marketing-pres.pdf 
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Table 3. Network lifetime 

Technique Number of rounds 

(microcontroller at 

24 MHz) 

Number of rounds 

(microcontroller at 

80 MHz) 

Reference: standard WSN with Leach 

protocol (without blockchain) 

2576 2576 

WSN with Leach protocol and soft-

ware implemented BC 

1184 765 

WSN with Leach protocol and soft-

ware implemented blockchain with 

software chaos compression 

2013 1655 

WSN with Leach protocol and hard-

ware implemented blockchain (dedi-

cated circuit) 

2199 2199 

 

As can be seen in Table 3, a standard WSN based on one the most used routing/group-

ing protocols (Leach) but without blockchain capabilities has a network lifetime equal 

to 2576 rounds: fewer operations, less consumption, and longer lifetime. But obviously, 

it does not benefit from the desired advantages of blockchain technology for securing 

the system. 

 

By using a security technology such as blockchain, it will increase energy consumption, 

which will shorten the lifetime of the network. The blockchain implemented as software 

without data compression has a network lifetime equal to 1184 or 765 rounds (for 24 

MHz and 80 MHz respectively). On the other hand, when our proposed chaos compres-

sion was used as software, there was a clear improvement in network lifetime, from 

1184 to 2013 and from 765 to 1655 rounds. This improvement increased significantly 

when our proposal was used as hardware compared to the traditional blockchain or the 

proposal as software: 2199 rounds It is close to those of the non-blockchain version. 

Thus, the use of blockchain becomes a real possibility as the network lifetime is not 

reduced so drastically. 

 

From an energy consumption point of view, Table 4 shows the benefits of software 

functions to compress data to support BC operations and also the benefits of a specific 

hardware support. 

 
Table 4. Energy gain (%) 

Technique vs technique Energy gain 

WSN with Leach protocol 

and software implemented 

blockchain with software 

chaos compression 

WSN with Leach proto-

col and software imple-

mented BC (24 MHz) 

 

39,80% 

WSN with Leach protocol 

and software implemented 

blockchain with software 

chaos compression 

WSN with Leach proto-

col and software imple-

mented BC (80 MHz) 

 

52.01% 
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WSN with Leach protocol 

and hardware implemented 

blockchain (dedicated cir-

cuit) 

WSN with Leach proto-

col and software imple-

mented BC (24 MHz) 

 

43,89% 

WSN with Leach protocol 

and hardware implemented 

blockchain (dedicated cir-

cuit) 

WSN with Leach proto-

col and software imple-

mented BC (80 MHz) 

 

63,04% 

 

As shown in table 4 (depending on the operating frequency of the microcontroller), 

software chaos compression offers an energy gain between 39,8 and 52 %. When using 

the specific designed hardware, the energy gain is up to 63%. 

4 Conclusions 

Adopting blockchain in a WSN is not easy. Several critical limitations (power, memory 

size, computational load, and energy consumption) need to be addressed. This proposal 

is a step forward in addressing these important limitations for the adoption of block-

chain technology in WSN. To overcome these problems, a dedicated circuit is designed 

to perform some blockchain-related functions, such as hash generation and data com-

pression. This work has demonstrated how hardware implementation of these complex 

software functions significantly contributes to reducing the power consumption of the 

entire network and prolonging its lifetime. 
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Hardware Accelerating a Convolutional Neural
Network Using High-Level Synthesis

David de Andrés1 and Juan Carlos Ruiz1
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Abstract. Nowadays, the deployment of deep learning solutions at the
edge in industrial, automotive, or medical environments, to cite a few,
requires balancing different conflicting goals, like throughput, power con-
sumption, silicon area, and robustness. Hence, the high throughput per
watt of programmable-logic devices makes them suitable candidates to
act as hardware accelerators for convolutional neural networks. However,
it is a daunting task to model such networks at the register-transfer level,
using a hardware description language, to implement them on the target
technology efficiently. In recent years, high-level synthesis has provided
an additional abstraction level, so hardware designers can focus on de-
scribing the behaviour of a system, and automated tools generate the
detailed micro-architecture. This approach can reduce the cost of devel-
oping custom hardware accelerators for neural networks. Still, several
parameters, compilation directives, and code transformations should be
adequately applied to optimise the resulting implementation. This practi-
cal experience report presents a case study of a C description of a LeNet-5
convolutional neural network architecture and its adaptation to generate
an optimised hardware implementation using high-level synthesis.

1 Introduction

The increasing computing power of modern computers has enabled the applica-
tion of deep-learning techniques to multiple fields, like computer vision, speech
recognition, drug design, and climate science, among others. In many application
domains, like automotive, aerospace, industrial or medical, there is an increasing
pressure to move the computation to the edge (closer to the device sensing the
environment to reduce the latency) rather than relying on cloud computing to
analyse the incoming data to make correct decisions [10].

Custom hardware accelerators are commonly used to face the challenge of ob-
taining the performance per watt required in these environments while reducing
the silicon footprints and meeting the expected robustness. Graphical Processing
Units (GPUs) are power-hungry devices, and Neural Processing Units (NPUs),
despite their power efficiency, cannot be easily customised. Field-Programmable
Logic Arrays (FPGAs), on the other hand, are power-efficient, can maximise par-
allelism and can be reconfigured to implement new requirements, correct bugs,
or adapt to the specificities of a given circuit [12].
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As hardware complexity keeps growing, Electronic Design Automation (EDA)
tools enable hardware designers to work at higher abstraction levels which are
then translated into a physical layout [6]. Register-transfer level (RTL) is one
of these levels, enabling designers to specify registers and the operations carried
out on these registers, using a Hardware Description Language (HDL), with-
out worrying about how they will be later translated into a particular target
technology. However, this abstraction level is still too low for specific tasks, like
Convolutional Neural Networks (CNNs), as custom finite states machines must
be tailored to fetch and move data across the circuit to feed the different layers
of the network continuously, data structures must be optimised to store interme-
diate values, and operations must be customised for different data types (integer
and single-precision floating point number).

High-Level Synthesis (HLS) provides a higher level of abstraction and enables
designers to describe the circuit functionality and interconnection protocol using
some high-level programming language like ANSI C/C++, SystemC or MAT-
LAB, that EDA tools will translate into the corresponding RTL architecture [7].
Not only the productivity of designers is increased by working at a higher ab-
straction level, but HLS also automatically exploits existing concurrency, inserts
registers to limit critical paths, generates the required control logic, implements
external interfaces, and efficiently maps computation and storage onto avail-
able elements to balance resource usage and bandwidth. Even though HLS tools
automatically decide how to translate the program into an RTL architecture
efficiently, they usually require user-provided directives and design constraints
to guide and optimise the implementation process for each design. Likewise,
there is typically limited support for standard libraries, dynamic memory allo-
cation is not supported, recursion is often limited, and system calls are ignored.
Accordingly, for HLS to speed up the implementation of efficient hardware ker-
nels, hardware designers must be aware of available compiler directives, design
constraints, and key code transformations.

This practical experience report details the process followed to implement
a hardware accelerator for a CNN onto an FPGA, describing the key compiler
directives and code transformations used and their effect on the resulting im-
plementation. The proposed case study takes a C description of a LeNet-5 CNN
architecture [8], which is implemented on an AMD-Xilinx ZCU104 prototyping
board using the AMD-Xilinx Vitis HLS tool [2].

The rest of the paper is structured as follows. Section 2 describes the archi-
tecture of FPGAs and the HLS-based design flow. The architecture of LeNet-5
CNN and its C description is detailed in Section 3. The step-by-step transfor-
mations on the C code and their impact on the resulting implementation are
explained in Section 4. Section 5 verifies the final implementation of the CNN
on the prototyping board. Finally, conclusions and future work are discussed in
Section 6. selected for the case study
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2 FPGA Architecture and Design Flow

Implementing optimised hardware accelerators for specific purposes on FPGAs
requires a deep understanding of the architecture of these devices and the differ-
ent processes involved in translating the circuit model from a high-level descrip-
tion into a physical realisation. This section provides the required background
on both topics.

2.1 FPGA Architecure

As Fig. 1 depicts, FPGAs consist of a two-dimensional array of blocks known
as Configurable Logic Blocks (CLBs) interconnected by routing channels and
switches. This regular fabric is interspersed with several heterogeneous compo-
nents that provide optimised implementations of commonly used elements [5].
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Fig. 1. Two-dimensional structure of a generic heterogeneous FPGA

The CLBs comprise an N-input Look-Up Table (LUT), which implements
combinational logic, and a D-type Flip-Flop (FF), which implements sequential
logic. LUTs can be seen as small memories that implement any N-variables logic
function by using the inputs as address and storing the expected output in the
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memory entries. FFs are the primary memory element of the FPGA and store
a single bit.

The inputs and outputs of each CLB can be connected to several routing
channels. Likewise, Switch Boxes enable the interconnection of routing channels
following different patterns. All these interconnections are implemented by pass
transistors controlled by configuration memory cell bits.

Among the heterogeneous elements, memory blocks, multipliers and proces-
sor cores are worth mentioning. Memory blocks, known as Block RAM (BRAM)
by AMD-Xilinx, are configurable random access memory modules that support
different memory layouts and interfaces. They typically store large amounts of
information internally and transfer information to and from on-chip components.
Multipliers, known as DSP Blocks (DSP) by AMD-Xilinx, have evolved to effi-
ciently implement multiplication, addition, multiply-accumulate, and word-level
logical operations. Finally, some devices may also feature processor cores, usually
ARM processors, to deal with sequential operations that cannot be efficiently
parallelised and processed by custom hardware. All these elements are also pro-
grammable, although they are less flexible than the programmable logic.

Finally, Input/Output Blocks (IOBs) connect the routing fabric of the FPGA
to the input/output pins of the device. They can also be configured to support
different standard interfaces.

All the bits controlling the logic function implemented by LUTs, the internal
interconnection of elements within a CLB, the routing of all signals in the circuit,
and the configuration of heterogenous elements and IOBs, should be programmed
for the FPGA to provide the desired functionality. This set of bits is known as
the configuration memory of the device.

2.2 HLS-based Design Flow for FPGAs

The purpose of the FPGA-based design flow is to obtain the so-called bitstream
file. This file is used to program the configuration memory of the FPGA so
its internal elements are properly set and interconnected to provide the same
behaviour as the modelled system.

The HLS-based design flow mainly changes the first stage of the common
FPGA-based design flow [2]:

1. Design entry: The behaviour of the desired circuit is described, as a function,
using a high-level programming language, like ANSI C/C++ or SystemC.

2. C simulation: A testbench, also written in the same high-level programming
language, verifies the functionality of the top-level function.

3. C synthesis: The already verified design is usually modified to include direc-
tives that may guide and help the synthesis process to implement specific
behaviours or optimisation. Once directives are included (either in the code
or by compiler directives) the synthesis process translates the original model
into an RTL version described in an HDL (VHDL and/or Verilog).

4. Co-simulation: The resulting RTL model is simulated, using the stimuli pro-
vided by the C simulation testbench, and the provided results are checked
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against those of the previous C simulation. In this way, it is possible to verify
that the intended functionality has not been affected by HLS process.

Once the RTL model has been verified, the common FPGA-based design flow
is followed [1]:

1. Design entry: The obtained RTL model is used as the entry for the imple-
mentation process.

2. Behavioural simulation: A testbench is used to verify the functionality of the
RTL model, although this has already been done during the co-simulation
process in the HLS flow.

3. Logic synthesis: The model is analysed to determine the basic logic elements
required for its implementation and how they must be connected. These
elements are mapped to those existing in the underlying technology: LUTs
and FFs (later packed into CLBs), BRAMs, and DSPs. The resulting set of
interconnected elements is known as a netlist.

4. Implementation: The actual components within the device that will imple-
ment the netlist are then selected (placement), and all the required con-
nections are made (routing) through available routing resources so that the
timing constraints are met.

5. Timing simulation: The result of the implementation can be simulated, using
the same testbench as in step 2 for behavioural simulation, but now including
all the timing information provided by the EDA tool (delays of components
and interconnections).

6. Bitstream generation: The file that will program the FPGA is generated
from the result of the implementation process. It consists of a stream of ‘0’s
and ‘1’s that will configure every programmable element of the device to
provide the expected functionality.

7. In-device verification: The FPGA is programmed with the generated bit-
stream to test its behaviour.

3 C Description of the LeNet-5 CNN Architecture

LeNet-5 is a CNN architecture defined by LeCun [8] to classify images cor-
responding to handwritten digits from the MNIST database [9]. The original
architecture has been slightly modified, as displayed in Fig. 2, by changing the
number of kernels of the different layers and changing the activation from sig-
moid to Rectified Linear Unit (ReLU), which is more efficient to implement in
hardware.

First, a model of this architecture has been defined in PyTorch [11] (see
Listing 1.1, to train the CNN and obtain the weights and biases that enable the
classification of the ten different kinds of images (numbers from 0 to 9). The
MNIST database consists of 10000 images (28x28 greyscale pixels) that can be
used for training the model after normalising them by their average (0.1307)
and standard deviation (0.3081). Five epochs (training iterations) have been

75



Input
28x28

AddPadding_1
32x32

Convolution2D_1
(+ ReLU)
3@28x28

Maxpool_1
3@14x14

AddPadding_2
3@18x18 Convolution2D_2

(+ ReLU)
6@14x14

Maxpool_2
6@7x7

Flatten
294

FullyCon_1
147

FullyCon_2
10

Fig. 2. Adapted architecture of LeNet-5 CNN

executed using a batch of 100 images each to train the model of the network,
obtaining an accuracy of 99.9817%

1 def c r ea t eLayer s ( s e l f ) :
2 s e l f . conv1 = nn . Conv2d (1 , 3 , k e r n e l s i z e =5, s t r i d e =1, padding=2)
3 s e l f . r e l u1 = nn .ReLU( )
4 s e l f .max1 = nn . MaxPool2d ( k e r n e l s i z e =2, s t r i d e =2)
5 s e l f . conv2 = nn . Conv2d (3 , 6 , k e r n e l s i z e =5, s t r i d e =1, padding=2)
6 s e l f . r e l u2 = nn .ReLU( )
7 s e l f .max2 = nn . MaxPool2d ( k e r n e l s i z e =2, s t r i d e =2)
8 s e l f . f c 1 = nn . Linear (7 * 7 * 6 , 147)
9 s e l f . f c 2 = nn . Linear (147 , 10)

Listing 1.1. Creating the layers of the custom LeNet-5 architecture in PyTorch

Once the weights and biases are obtained from the training process, they are
incorporated into a C description of the considered Lenet-5 CNN architecture.
As Fig. 2 depicts, the proposal relies on implementing padding, convolution,
subsampling (max pooling), and fully connected layers. Sections 3.1 to 3.4 in-
troduce these layers and, Section 3.5 provides the final C-based implementation
of Lenet-5.

3.1 Padding

Incoming images and features to each convolution layer are padded with two
additional rows/columns on each side filled with 0.0. This padding is used to
prevent the loss of information that could be located near the edges of im-
ages/features when convolved. Listing 1.2 shows the C implementation of the
padding layer.

1 void addPadding (
2 const f loat f e a t u r e s [FEATURES] [HEIGHT ] [WIDTH] ,
3 f loat padded [FEATURES] [HEIGHT+2*PADDING] [WIDTH+2*PADDING]
4 ) {
5 u in t 16 t f , h , w;
6 for ( f = 0 ; f < FEATURES; f++)
7 for (h = 0 ; h < HEIGHT + 2*PADDING ; h++)
8 for (w = 0 ; w < WIDTH + 2*PADDING; w++)
9 i f (w < PADDING | | w > WIDTH + PADDING =1 | |

10 h < PADDING | | h > HEIGHT + PADDING =1)
11 padded [ f ] [ h ] [w] = 0 .0 f ;
12 else
13 padded [ f ] [ h ] [w]= f e a t u r e s [ f ] [ h=PADDING] [ w=PADDING] ;
14 }

Listing 1.2. C implementation of the padding layer
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3.2 Convolution layers

This layer applies a 2D convolution over images with several channels or features.
A filter (kernel) slides over the 2D channel/feature, performing an elementwise
multiplication and summing up the result into a single output pixel. When the
input has several input channels/features, this operation is performed for all the
channels/features and results are added together. These layers are in charge of
extracting new features from the channels/features.

In its simplest case, the output value of the layer with input size (Cin, H,W )
and output (Cout, Hout,Wout) is described by Eq. 1, where * represents the cross-
correlation operator, C denotes the number of channels/features, and H and W
are their height and width.

out(Coutj ) = bias(Coutj ) +

Cin−1∑

k=0

weight(Coutj , k) ∗ input(k) (1)

The cross-correlation operator is defined by Eq. 2, where h is of size (2p +
1)(2p+ 1).

(g ∗ h)(x, y) =
p∑

m=−p

p∑

n=−p

g(x−m, y − n)h(m,n) (2)

Fig. 3 depicts an example that convolves a 3x3 kernel with a 5x5 feature and
then applies a ReLU activation function to obtain a new feature.
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Fig. 3. Example of a 2D convolution with ReLU activation

The proposed C implementation of the convolution layer is shown in List-
ing 1.3. It must be noted that, in this case, the activation function has been
integrated within the convolution operation. The selected activation function
is ReLU due to its simplicity when implemented on hardware. As can be seen
in line 18 of Listing 1.3, it substitutes negative numbers by 0.0 in the result
provided by the convolution.
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1 void convolution2DRelu (
2 const f loat ke rn e l s [KERNELS ] [FEATURES] [KERNEL HEIGHT ] [KERNELWIDTH] ,
3 const f loat b ia s [KERNELS] ,
4 const f loat f e a t u r e s [FEATURES] [FEATURE HEIGHT ] [FEATUREWIDTH] ,
5 f loat output [KERNELS ] [CONVOLVEDFEATUREHEIGHT] [CONVOLVEDFEATUREWIDTH]
6 ) {
7 f loat acc ;
8 u in t 16 t k , fh , fw , kh , kw , f ;
9 for ( k = 0 ; k < KERNELS; k++) {

10 for ( fh = 0 ; fh < CONVOLVEDFEATUREHEIGHT; fh++) {
11 for ( fw = 0 ; fw < CONVOLVEDFEATUREWIDTH; fw++) {
12 acc = 0 .0 f ;
13 for ( kh = 0 ; kh < KERNEL HEIGHT; kh++)
14 for (kw = 0 ; kw < KERNELWIDTH; kw++)
15 for ( f = 0 ; f < FEATURES; f++)
16 acc += f e a t u r e s [ f ] [ fh + kh ] [ fw + kw ] * ke rn e l s [ k ] [ f ] [ kh ] [ kw ] ;
17 acc += bia s [ k ] ;
18 output [ k ] [ fh ] [ fw ] = ( acc > 0 .0 f ) ? acc : 0 . 0 f ;
19 }
20 }
21 }
22 }

Listing 1.3. C implementation of the convolution and activation layers

3.3 Subsampling layers

Subsampling layers aim to reduce reliance on precise positioning within fea-
ture maps, thus preventing weights from being tailored to patterns that are too
specific to the training data. Common subsampling layers perform a spatial re-
duction by substituting a set of pixels with their average (average pooling) or
maximum (max pooling) value, as shown in Fig. 4.

184281531

38701000

271212

6451212

184100

4512

Max 
Pooling

Fig. 4. Example of subsampling a map feature by max pooling

In this case, as shown in Listing 1.4, the maximum value of the set of pixels
(STEP x STEP) is used to reduce the size of the feature map.
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1 void maxPool (
2 const f loat f e a t u r e s [KERNELS ] [HEIGHT ] [WIDTH] ,
3 f loat output [KERNELS ] [MAXPOOLHEIGHT] [MAXPOOLWIDTH]
4 ) {
5 f loat maxValue ;
6 u in t 16 t f , hm, wm, hf , wf ;
7 for ( f = 0 ; f < KERNELS; f++)
8 for (hm = 0 ; hm < MAXPOOLHEIGHT; hm++)
9 for (wm = 0 ; wm < MAXPOOLWIDTH; wm++) {

10 maxValue = 0 .0 f ;
11 for ( hf = 0 ; hf < STEP; hf++)
12 for (wf = 0 ; wf < STEP; wf++)
13 i f ( i n pu t f e a t u r e s [ f ] [ hm * STEP + hf ] [wm * STEP + wf ] > maxValue )
14 maxValue = i npu t f e a t u r e s [ f ] [ hm * STEP + hf ] [wm * STEP + wf ] ;
15 ou tpu t f e a tu r e s [ f ] [ hm ] [wm] = maxValue ;
16 }
17 }

Listing 1.4. C implementation of the subsampling layers

3.4 Fully Connected Layers

These layers are applied after the convolution layers to classify data into defined
classes. They apply a linear transformation to incoming data to achieve this goal,
as shown in Eq. 3.

y = xAt + b (3)

The C implementation of this layer is listed in Listing 1.5.
1 void fu l lyConnected (
2 const f loat f e a t u r e s [FEATURES] ,
3 const f loat weights [FC1 FEATURES ] [FEATURES] ,
4 const f loat b ia s [FC1 FEATURES] ,
5 f loat output [FC1 FEATURES]
6 ) {
7 f loat acc ;
8 u in t 16 t f , n i f , nv ;
9 for ( f = 0 ; f < FC1 FEATURES; f++) {

10 acc = 0 .0 f ;
11 for ( n i f = 0 ; n i f < FEATURES; n i f++)
12 acc += f e a t u r e s [ n i f ] * weights [ f ] [ n i f ] ;
13 output [ f ] = acc + b ia s [ f ] ;
14 }
15 }

Listing 1.5. C implementation of the fully connected layers

The output of the last fully connected layer is an array that provides a value
for each of the ten categories (from 0 to 9) in which the image can be classified.
The image will most likely belong to the category with the maximum value in
this array.

3.5 LeNet-5

The LeNet-5 CNN architecture can be described in C by calling the previously
defined layers following the structure presented in Fig. 2. Listing 1.6 details this
description.
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1 void cnn (
2 const f loat input image [FEATURES] [HEIGHT ] [WIDTH] ,
3 f loat c l a s s i f i c a t i o n [CATEGORIES]
4 ) {
5 f loat padded image [FEATURES] [PADDEDHEIGHT] [PADDEDWIDTH] ;
6 f loat conv1 [CONV1 KERNELS ] [CONV1 FEATURE HEIGHT ] [CONV1 FEATUREWIDTH] ;
7 f loat fconv1 max [CONV1 KERNELS ] [CONV1 MAX HEIGHT ] [CONV1MAXWIDTH] ;
8 f loat conv1 pad [CONV1 KERNELS ] [PADDEDMAX1WIDTH] [PADDEDMAX1 HEIGHT] ;
9 f loat conv2 [CONV2 KERNELS ] [CONV2 FEATURE HEIGHT ] [CONV2 FEATUREWIDTH] ;

10 f loat conv2 max [CONV2 KERNELS ] [CONV2MAXWIDTH] [CONV2 MAX HEIGHT ] ;
11 f loat f l a t t e n [FC1 FEATURES ] ;
12 f loat f c 1 [FC1 FEATURES ] ;
13
14 addPadding 1 ( input image , padded image ) ;
15 convolut ion2DRelu 1 (KERNEL CONV 1, BIAS CONV 1 , padded image , conv1 ) ;
16 maxPool 1 ( conv1 , f i r s t conv1 max ) ;
17 addPadding 2 ( conv1 max , conv1 pad ) ;
18 convolut ion2DRelu 2 (KERNEL CONV 2, BIAS CONV 2 , conv1 pad , conv2 ) ;
19 maxPool 2 ( conv2 , conv2 max ) ;
20 f l a t t enLaye r ( conv2 max , f l a t t e n ) ;
21 fu l lyConnec ted 1 ( f l a t t e n , WEIGHTS FC1, BIAS FC1 , f c 1 ) ;
22 fu l lyConnec ted 2 ( fc1 , WEIGHTS FC2, BIAS FC2 , c l a s s i f i c a t i o n ) ;
23 }

Listing 1.6. C implementation of the LeNet-5 CNN architecture

The likelihood of belonging to each category can be computed by the SoftMax
function, as displayed in Eq. 4. However, this function is not considered in this
case due to the enormous cost of implementing it in hardware with little benefit.
Accordingly, the cnn function provides the output of the second fully connected
layer. The recipient of this array should determine the index of the maximum
value in the array to determine which category the image belongs to with the
highest likelihood.

Softmax(xi) =
exi

∑
j e

xj
(4)

4 Adapting the C Description of LeNet-5 Architecture
for HLS

The HLS tool selected to synthesise the C description of the LeNet-5 CNN
architecture is AMD-Xilinx Vitis HLS [2]. Even though this tool supports C++,
several unsupported constructs must be taken into consideration when describing
the C model of the circuit:

– System calls cannot be synthesised and will be ignored.
– To synthesise a hardware implementation, the design must be fully self-

contained, specifying all required resources. Accordingly, dynamic memory
cannot be used.

– Pointer casting is supported only between native C/C++ types.
– Arrays of pointers to scalars or arrays of scalars are supported, but not arrays

of pointers to other pointers.
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– Function pointers are not supported.

– Recursive functions cannot be synthesised.

– Specific defined RTL behaviour cannot be expected from an undefined C/C++
behaviour (like non-initialised variables).

Functions and loops are the main focus of most optimisations in the C pro-
gram. Each function is converted into a hardware component consisting of several
small components corresponding to other basic functions. Writing the C program
as a set of communicating functions can lead to inferring parallelism while these
functions are executed. Since the body of loops is iterated over several times,
this can also be exploited to achieve better parallelism. Thus, the loop code may
be restructured to prevent data dependencies across iterations from limiting the
achievable parallelism.

This section will review the previously presented functions, focusing on the
directives and transformations required to implement an efficient hardware ac-
celerator from the HLS perspective.

4.1 Padding Layers

The padding layers do not require any intervention from the designer, as the
HLS tool completely pipelines the execution of all the loops.

The C description is automatically pipelined by the HLS tool and achieves an
Iteration interval (II) of 1. As II denotes the time between consecutive iterations
of a loop, a new iteration can start every clock cycle. Its iteration latency is 10,
so each iteration will finish after ten cycles. This cannot be helped as data must
be read from global memory, which is costly (gmem load req takes eight cycles
to complete). Accordingly, the inner loops (lines 7 and 8 from Listing 1.2) have
a total latency of 1032 clock cycles (padded images have 32 x 32 = 1024 pixels).

Likewise, the same inner loops are pipelined in the second padding layer
with an II of 1 and an iteration latency of 2. Now, as the required values are
already in the device’s memory, loading the data needed takes only two clock
cycles (first conv max load(read)). Thus, as the padded features resulting from
the first convolution stage have 18x18 pixels, and there are three features, the
latency of this second layer is 18 x 18 x 3 = 972 clock cycles.

4.2 Convolution Layers

The convolution layers present many problems when synthesising them into an
RTL description. These issues slightly differ between the first and second con-
volutions so they will be presented in two different sections.

First Convolution The first attempt at synthesising the first convolution layer
reports an II violation when performing the multiply and accumulate operation
described in line 16 of Listing 1.3. This operation cannot be wholly pipelined
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to start a new execution in the following clock cycle because of a memory de-
pendency with the accumulated value. Accordingly, new multiplications cannot
start until the result has been accumulated.

The first step in solving this problem is defining a directive in code that in-
forms the HLS tool that the third loop should only be pipelined with an initiation
interval of 2 (a new iteration can start every two clock cycles). The following
directive must be set after line 11 in Listing 1.3: #pragma HLS PIPELINE II=2.

As the left chronogram in Fig. 5 shows, the first convolution is now synthe-
sisable. It presents an iteration latency of 122 clock cycles, an II of 2, and a trip
count of 2352 (3 kernels (5 x 5) applied to padded images (32 x 32 pixels) = 3
x 28 x 28 = 2352 iterations) for a total latency of 4823 clock cycles.

Fig. 5. Scheduling of the first convolution: after setting the initiation interval of the
third loop to 2 (left), and after generating a tree adder and reducing the initiation
interval to 1 (right)

It can be noted that, as new iterations do not start every single cycle, there
is no need for performing all the multiplications in parallel. So the HLS saves
resources by implementing only half the required DSPs (5x5 multiplications, but
only 13 DSPs) and reuses these resources to execute multiplications in subse-
quent clock cycles.

Likewise, a very long set of operations (sums) run sequentially from clock
cycles 14 to 115. They correspond to the accumulation operation in the inner
loop and lead to the long iteration latency. Due to saturation and rounding
effects in floating point format, A=B*C; D=E*F; O=A*D; may not provide the
same result (O) as A=B*F; D=E*C; O=A*D, so the HLS is unable to reschedule
floating point sums to build an adder tree.

This issue can be addressed by i) modifying the code to store all the prod-
ucts in a buffer and manually building an adder tree to compute the sum of
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all those products or ii) relying on available directives in the HLS tools. The
results obtained by both approaches are very similar, so let us rely on the tool’s
capabilities.

The compiler flag unsafe math optimizations must be set to enable reschedul-
ing floating-point operations. After that, the following directive must be inserted
into the code, after line 15 of Listing 1.3, to generate an adder tree for this par-
ticular operation: #pragma HLS EXPRESSION BALANCE. With this, the iteration
latency is reduced from 122 to just 38 clock cycles.

This adder tree has also enabled the previously problematic loop to be com-
pletely pipelined. So, by modifying the previously inserted directive in line 11 of
Listing 1.3 to #pragma HLS PIPELINE II=1, all products can now be computed
in parallel, at the cost of increasing the number of required DSPs but starting a
new iteration every cycle. However, to do so, the DSPs must be all fed simultane-
ously with their corresponding inputs. This can only be achieved by reorganising
the structure of the input image and weights arrays to retrieve all 25 values si-
multaneously from memory. Inserting the following directives after line 6 of List-
ing 1.3 will divide the second and third dimensions of the array of input features
into 5 storage elements each, interleaving elements from the original array, thus
providing simultaneous read access to all of them: #pragma HLS ARRAY PAR-

TITION variable=features type=cyclic factor=5 dim=3 and #pragma HLS

ARRAY PARTITION variable=features type=cyclic factor=5 dim=2. Likewise,
#pragma HLS ARRAY PARTITION variable=weights type=complete dim=4 and
#pragma HLS ARRAY PARTITION variable=weights type=complete dim=3 are
required to get access to all 25 weights of a kernel simultaneously. However, the
elements of the array are already in the suitable order, so the directive type is
changed from cyciyc to complete.

The resulting schedule is displayed in the right chronogram in Fig. 5. Finally,
the iteration latency is 36 clock cycles, with II=1 and a trip count of 2352, for
a total latency of 2388 clock cycles, representing a speed up of 100%. However,
this is not for free, as the number of DSPs has increased from 12 to 20 (+200%),
the number of FFs from 7417 to 7333 (+22%, and the number of LUTs from
10573 to 13354 (+42%).

Second Convolution Like in the case of the first convolution, a memory de-
pendency prevents the third loop from starting a new iteration every clock cycle,
and an II violation of 232 is reported.

After including the #pragma HLS PIPELINE=232 directive after line 11 in
Listing 1.3, the convolution is synthesised but performs poorly. It obtains an
iteration latency of 312 clock cycles and II of 232 with a trip count of 1176 (6
kernels (5 x 5) applied to padded features (14 x 14 pixels) = 6 x 14 x 14 = 1176
iterations). The inner loops perform 75 multiply and accumulation operations
(a 5 x 5 kernel over 3 features), resulting in a long II. Thus, the latency of this
convolution is 272911 clock cycles.
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The left chronogram in Fig.6 shows two problems. On the one hand, the
accumulation is performed sequentially using a single adder from clock cycle 76
to 306.

Fig. 6. Scheduling of the second convolution: after setting the initiation interval of the
third loop to 232 (left), and after generating a tree adder and reducing the initiation
interval to 1 (right)

84



As we already know, this problem can be addressed by enabling the compiler
flag unsafe math optimizations and inserting the following directive after line
15 of Listing 1.3: #pragma HLS EXPRESSION BALANCE. By allowing this directive
to generate the adder tree, the iteration latency is 107, and the II has also been
reduced to 107, resulting in a total latency of 125834 clock cycles.

On the other hand, no DSP has been assigned to the multiplication opera-
tions, which have been implemented using LUTs. This is not a problem by itself,
but a new product is performed each cycle (from clock cycles 2 to 75) instead
of executing as many operations as possible in parallel. As before, let us reduce
II to 1 to compute all the products in parallel (#pragma HLS PIPELINE II=1).
To do so, it is also necessary to get simultaneous access to all 75 weights and
pixels used in the inner loops. Accordingly, the following directives must be set
after line 6 of Listing 1.3: #pragma HLS ARRAY PARTITION variable=features

type=complete dim=1, #pragma HLS ARRAY PARTITION variable=features

type=cyclic factor=5 dim=3, #pragma HLS ARRAY PARTITION variable=

features type=cyclic factor=5 dim=2, #pragma HLS ARRAY PARTITION vari-

able=kernels type=complete dim=4, #pragma HLS ARRAY PARTITION vari-

able=kernels type=complete dim=3, and #pragma HLS ARRAY PARTITION vari-

able=kernels type=complete dim=2.
The scheduling for the second convolution operation can be seen on the right

chronogram of Fig.6. Now, it achieves an iteration latency of 43, with an II=1,
which leads to a total latency of just 1219, representing a speed up of 223%.
However, a staggering amount of resources is required to build this component:
223 DSPs (none before), 33131 FFs (+300%), and 41322 LUTs (+900%).

Whether this is admissible depends on the resources available in the selected
FPGA and those required to build the rest of the components of the CNN.
This is always a tradeoff between performance and resource utilisation, and the
ultimate decision depends on the designer. Table 1 compares synthesis results
for different II values.

Table 1. Latency achieved and resources used to build the second convolution opera-
tion with different II in the third loop.

II Iteration latency Trip count Total latency DSPs FFs LUTs

107 107 1176 125834 0 7330 4169
12 42 1176 14141 0 8427 4580
5 53 1176 5927 8 18215 12031
1 43 1176 1219 223 33131 41322

4.3 Subsampling Layers

The subsampling layers perform a max pooling operation to reduce the size of
incoming features and do not present any major problems when synthesising
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them. The loops of both components are automatically pipelined and obtain an
II of 1.

The first subsampling component achieves an initiation interval of 6, and an
II of 1 with a trip count of 588 (3 features (28 x 28 pixels) with step 2 = 3 x 14
x 14 = 588). Likewise, the second subsampling component achieves an initiation
interval of 6, and an II of 1 with a trip count of 294 (6 features (14 x 14 pixels)
with step 2 = 6 x 7 x 7 = 294).

4.4 Fully Connected Layers

Fully connected layers follow a pattern very similar, but much simpler, to that
of convolution operations, as only two loops are involved because the incoming
features are previously flattened.

Thus, the first attempt to synthesise the first fully connected component also
fails with an II violation of 3 due to a memory dependency related to the accu-
mulation operation. After inserting the directive #pragma HLS PIPELINE II=3

after line 9 in Listing 1.5, this operation is synthesised. It achieves an iteration
latency of 1185 cycles, with an II of 3 and a trip count of 147 (number of weights),
for a total latency of 1622 clock cycles. All 294 multiplications (flattened features
= 6 x 7 x 7 = 294) are computed in parallel, but the accumulation is sequentially
computed, as before, resulting in the long iteration latency.

To speed up the accumulation process, the adder tree generation is enabled
using the compiler flag unsafe math optimizations and inserting the following
directive after line 11 of Listing 1.3: #pragma HLS EXPRESSION BALANCE. It is
also necessary to gain access to all 49 pixels and weights as they will be required
in the inner loops to execute all products in parallel. The following directives,
inserted after line 6 of Listing 1.5 takes care of that: #pragma HLS ARRAY PARTI-

TION variable=features type=cyclic factor=49 dim=1, and #pragma HLS

ARRAY PARTITION variable=weights type=cyclic factor=49 dim=2. This re-
duces the iteration latency to 45 cycles for a total latency of 482 clock cycles,
representing a speed up of 3. In addition, it reduces to an 80% the total num-
ber of FFs (67277) and LUTs required (37759) to implement this layer. This is
achieved by using a total of 365 DSPs and 295 BRAMs.

It is possible to achieve an II of 1 by modifying the related directive. However,
to reduce the latency from 482 to 186 clock cycles it requires 1345 DSPs (+268%),
124035 FFs (+84%), and 94125 LUTs (149%). This is roughly the 77% of the
DSPs available in the selected target FPGA, so a balance must be found between
maximising the performance and using available resources.

The synthesis of the second fully connected layer follows a similar path, with
an initial II violation of 4 due to a memory dependency, which is solved by
inserting the directive #pragma HLS PIPELINE II=4 after line 9 in Listing 1.5.
In this case, to simultaneously access the required pixels and weights the divid-
ing factor for the input arrays is 37 (147 / 4 = 36.5), resulting in the follow-
ing directives inserted after line 6 of Listing 1.5: #pragma HLS ARRAY PARTI-

TION variable=features type=cyclic factor=37 dim=1, and #pragma HLS

ARRAY PARTITION variable=weights type=cyclic factor=37 dim=2.
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This results in an iteration latency of 600 cycles, with II = 4 and a trip count
of 10, for a total latency of 635. This latency can be further reduced by activat-
ing the compiler flag unsafe math optimizations and inserting the following
directive after line 11 of Listing 1.3: #pragma HLS EXPRESSION BALANCE.

With this, the iteration latency is reduced to 40 cycles for a total latency of
80 clock cycles, which is 8 times faster than with II=4. In this case, no DSPs or
BRAMs are used in the implementation, only 24325 FFs and 6532 LUTs.

Now, the II can be reduced to 1, which reduces latency from 80 to 47, but
at the cost of using 245 DSPs, and increasing the number of FFs and LUTs in
+49% and +174%, respectively. Clearly, it is not wise to go all out for perfor-
mance without considering the implications regarding the resources required to
implement such architecture.

4.5 Synthesised LeNet-5

After properly configuring all the directives for each of the constituting compo-
nents, it is necessary to define the interfaces to be used for receiving the incoming
data (images of 28 x 28 pixels) and sending the generated results (10 values, one
for each classification category).

The required directives must be inserted after line 4 of Listing 1.6, one defin-
ing an AXI4-Lite interface to control the operation of the component, and two
defining a common AXI4 interface to send and receive data: #pragma HLS IN-

TERFACE mode=s axilite port=return bundle=control, #pragma HLS INTER-

FACE mode=m axi port=image depth=1*28*28 bundle=gmem, and #pragma HLS

INTERFACE mode=m axi port=classification depth=10 bundle=gmem.

The resulting latency and estimated resource utilisation, for the whole CNN
and each layer in isolation, are listed in Tables 2 and 3. The former table accounts
for the results obtained after synthesising the original C description, whereas the
latter lists the results obtained after including and configuring all the discussed
compiler directives. As a reference for comparison, this implementation takes up
to 57% of the BRAMs, 28% of the DSPs, 29% of the FFs, and 50% of the LUTs
available and the selected FPGA for experimentation.

The estimated maximum clock frequency for this design is 136.99MHz.

5 Results

The prototyping board used for verifying the functionality provided by the fi-
nal implementation is an AMD-Xilinx ZCU104 kit (see Fig 7). It features an
AMD-Xilinx XCZU7EV-2FFVC1156 FPGA with a quad-core ARM Cortex�-
A53 applications processor, dual-core Cortex-R5 real-time processor, Mali-400
MP2 graphics processing unit, 4KP60 capable H.264/H.265 video codec, 504K
system logic cells, 38Mb of memory, 1728 slices, and 64 user input/output pins.

This section details the results of the CNN implementation for the selected
FPGA and its execution on the prototyping board.
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Table 2. Latency achieved and estimated resources used to build the whole CNN
without any optimisations

Layer II Total latency BRAMs DSPs FFs LUTs

First padding 1 1034 0 0 630 566
First convolution 2 4731 0 0 8220 6285
First subsampling 1 594 0 0 625 783
Second padding 1 974 0 0 50 467

Second convolution 3 282240 1 0 158 531
Second Subsampling 1 300 0 0 59 692
First fully connected 4 172887 83 1 499 389
Second fully connected 4 5898 4 1 469 422

Lenet-5 - 468974 155 67 12909 14224

Table 3. Latency achieved and estimated resources used to build the whole CNN after
configuring compiler directives

Total latency
Layer II (Speed up) BRAMs DSPs FFs LUTs

First padding 1 1034 (x1) 0 0 529 1135
First convolution 1 2388 (x2) 0 0 5063 11254
First subsampling 1 594 (x1) 0 0 387 518
Second padding 1 982 (x1) 0 0 832 2057

Second convolution 1 1219 (x232) 0 6 15160 23920
Second Subsampling 1 300 (x1) 0 0 377 502
First fully connected 3 488 (x354) 295 115 49546 21209
Second fully connected 4 89 (x66) 0 0 24426 6735

Lenet-5 - 7443 (x63) 360 499 134568 115569
(Increased resources) - - (x2.32) (x3.22) (x10.42) (x8.12)
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5.1 Implementation for the Selected FPGA

Fig. 7. AMD-Xilinx Zynq UltraScale+ MPSoC ZCU104 Evaluation Kit

AMD-Xilinx Vivado ML Edition [4] is the tool for realising the RTL descrip-
tion into a physical implementation for the selected device. After creating a new
Vivado project for the target prototyping board, the output of the HLS synthe-
sis (the RTL model of the custom LeNet-5 architecture in VHDL and Verilog,
packed an Intellectual Property (IP) core) is imported into the project. The IP
Integrator tool has been used to model the design displayed in Fig. 8.

Fig. 8. Schematic diagram of the interconnection of the ARM core and the RTL de-
scription of the LeNet-5 architecture

This design uses the AXI master interface of the ARM core available within
the chip (ZYNQ UltraScale+ MPSoC ) to connect to the slave AXI4-Lite inter-
face of LeNet-5 (Cnn). This will be the control bus of the system where the pro-
cessor can send commands to the hardware accelerator and monitor its progress.
An adapter (AXI interconnect) is required to interconnect these slightly different
interfaces.
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Likewise, the master AXI4 interface of the LeNet-5 is connected to the AXI
slave interface of the ARM core through an adapter (AXI Smart Connect). This
enables LeNet-5 to retrieve and store data to/from the main memory using DMA
to obtain the input image and provide the resulting classification array.

After synthesising and implementing this design for the target board, the
actual resource utilisation is listed in Table 4. After optimisations applied during
the implementation process, the design takes 50% of the BRAMs, 29% of the
DSPs, 23% of the FFs, and 37% of the LUTs available in the device. This is a
bit less than what was reported by the HLS process, which must be considered
as an upper bound.

Fig. 9 highlights the final physical space taken in the FPGA by the compo-
nents shown in the schematic diagram of Fig. 8. As expected from the resource
consumption report, LeNet-5 takes most of the space, and a limited amount of
resources are devoted to its interconnection with the ARM core, which is located
on the bottom-left part of the chip

ARM Cortex A53 core

AXI SMC

PS8 AXI peripheral

PS8 reset

LeNet‐5 CNN

Fig. 9. Physical allocation of resources for integrating the ARM core and the CNN
implementation within the FPGA
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Fig. 10 details the location of the components belonging to each layer of the
CNN within the FPGA. The fully connected layers take most of the resources,
followed by the convolutional layers. The subsampling layers are located on the
left side of the chip, whereas the AXI interface is located on its bottom part,
close to the ARM core, to reduce the communication latency.

Fully connected layers

Padding layers

AXI interface

Subsampling layers

Convolutional layers

Fig. 10. Physical allocation of resources for each layer of the CNN implementation

Finally, Fig. 11 displays the allocation of hard components (BRAMS and
DSPs) for the CNN implementation of the FPGA. As can be seen, memory blocks
are distributed across the design to store the results of each layer. Multipliers
are also evenly distributed, whereas adders are mostly located on the top of the
FPGA because they are heavily used by both fully connected layers to speed
up their execution. Finally, comparators are located just on the left part of the
chip, as they are only used by the subsampling layers to compare floating point
values and determine the maximum value.
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Floating point comparators

Memory blocks

Floating point adders

Floating point multipliers

Fig. 11. Physical allocation of BRAMs and DSPs for the CNN implementation

The timing report provides a Worst Negative Slack (WNS) of 0.64 ns for the
target clock period of 10 ns, implying a maximum clock frequency of 1/(10 −
WNS) = 106.84MHz.

The power consumption report, displayed in Fig. 12, details the power con-
sumption according to the different physical components use for implement-
ing the whole system on the FPGA. The total power consumption estimation
amounts to 6.126 W, with 2.741 W consumed by the processing system (ARM
COrtex A-53 core) and 3.385 W consumed by the programmable logic (imple-
mentation of the CNN and AXI interfaces).

In addition to the bitstream file to program the configurable logic of the
FPGA, the hardware configuration of the ARM core must also be exported to
generate a board support package containing the required drivers to compile pro-
grams for the ARM processor that could interact with the hardware accelerator.

5.2 On-Board Verification

This board support package is imported into the AMD-Xilinx Vitis tool [3] to
enable embedded software development for the ARM core.
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Fig. 12. Power consumption estimation for the implemented CNN

Table 4. Resources used to implement the design in the prototyping board

Name BRAMs DSPs FFs LUTs

Synthesis
auto pc 0 0 481 417
auto ds 0 0 916 864

zynq ultra ps e 0 0 0 265
axi smc 0 0 946 128
rst ps8 0 0 40 19
xbar 0 0 144 198
cnn 156 500 105644 94290

Implementation 156 500 107891 86017

A C program, shown in Listing 1.7, has been developed to store images
in main memory, notify the hardware accelerator that can start its execution
(so it will directly access main memory to retrieve the image), and monitor
the control bus waiting for the hardware accelerator to signal the end of the
inference. After that, the classification values will be retrieved from the main
memory and compared to determine the maximum value. This will denote the
category selected as most probable for the input image.

After compiling this software, the resulting binary file was used to program
the prototyping board. The ARM core executes the C program, whereas the
bitstream file configures the programmable logic to implement the design CNN
and accelerate the inference process (classification of incoming images). The
result, retrieved through UART and displayed on the PC screen, shows that
all 100 images considered in the workload for experimentation are successfully
classified.
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The original C-description of LeNet-5 has also been compiled for both the
ARm Cortex A-53 available within the FPGA, as a representative of an embed-
ded processor for executing software at the edge, and on an Intel i7 CPU, as
a representative of a more powerful but also power-hungry computer. The time
required to process 100 images and the estimated power consumption for the
three considered platforms are listed in Table 5.

Table 5. Execution time to execute 100 images and estimated power consumption

Clock frequency Execution time Power consumption
Platform (MHz) (ms) (W)

ZCU104 106.837 62.99 6.126
Intel i7-4790 3800 93.75 47.5

ARM Cortex-A53 1200 1271.74 2.74

The most power-efficient solution uses the ARM processor but is also the
slowest. The implemented hardware accelerator doubles the estimated power
consumption of the ARM core but achieves a speed-up factor on x20 even though
its clock frequency is 12 times lower. It even outperforms the Intel-based solution,
with a speed-up factor of x1.5 and nearly 8 times less power consumption. It
achieves this with a clock frequency 38 times lower.

As can be seen, the hardware accelerator is the best platform from a throughput-
per-watt perspective, and it can be a suitable solution to integrate be integrated
at edge solutions.
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1 stat ic const f loat IMAGES[ 1 0 0 ] [ 1 ] [ 2 8 ] [ 2 8 ] = { . . . } ;
2 stat ic const int p r ed i c t i on [ 1 0 0 ] = { . . . } ;
3 XCnn ins tancePt r ;
4
5 void initMem ( int num image ) {
6 u32* base = ( u32 *) XPAR PSU DDR 0 S AXI BASEADDR;
7 u32 o f f s e t = 0x0 ;
8 u32 data ;
9 for ( int i = 0 ; i < 28 ; i++) {

10 for ( int j = 0 ; j < 28 ; j++) {
11 data = *(unsigned int *) &INPUT IMAGES[ num image ] [ 0 ] [ i ] [ j ] ;
12 *( base + o f f s e t ) = data ;
13 o f f s e t++;
14 }
15 }
16 }
17
18 int checkResult ( int num image ) {
19 u32* base = ( u32 *) XPAR PSU DDR 0 S AXI BASEADDR;
20 u32 o f f s e t = 0x0 ;
21 u32 read ;
22 f loat data ;
23
24 f loat max ;
25 int index ;
26
27 read = *( base + o f f s e t ) ;
28 o f f s e t++;
29 max = *( f loat *) &read ;
30 index = 0 ;
31 for ( int i = 1 ; i < 10 ; i++) {
32 read = *( base + o f f s e t ) ;
33 data = *( f loat *) &read ;
34 i f ( data > max) {
35 max = data ;
36 index = i ;
37 }
38 o f f s e t++;
39 }
40 i f ( index == r e s c nn p r e d i c t i o n [ num image ] ) return 1 ;
41 else return 0 ;
42 }
43
44 int main ( ) {
45 int r e s u l t s [ 1 0 0 ] ;
46 i n i t p l a t f o rm ( ) ;
47 XCnn In i t i a l i z e (& instancePtr , XPAR CPU ID) ;
48 XCnn DisableAutoRestart(& ins tancePt r ) ;
49 for ( int num image = 0 ; num image < 100 ; num image++) {
50 while ( ! XCnn IsIdle(& ins tancePt r ) ) ;
51 XCnn Set input image(&instancePtr , 0 ) ;
52 while ( ! XCnn IsIdle(& ins tancePt r ) ) ;
53 initMem (num image ) ;
54 XCnn Start(& ins tancePt r ) ;
55 while ( ! XCnn IsDone(& ins tancePt r ) ) ;
56 r e s u l t s [ num image ] = checkResult ( num image ) ;
57 }
58 p r i n t f ( ”CHECKED IMAGES:\n” ) ;
59 for ( int i = 0 ; i < 100 ; i++) {
60 p r i n t f ( ”%d” , r e s u l t s [ i ] ) ;
61 }
62 p r i n t f ( ”\n” ) ;
63 c l eanup p la t fo rm ( ) ;
64 return 0 ;
65 }

Listing 1.7. Embedded software for controlling the operation of the hardware accel-
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6 Conclusions

Programmable logic devices promise to accelerate the execution of computation-
ally heavy algorithms with a more efficient performance per watt than general-
purpose processors and GPUs. Compared to tensor processing units, they are
highly reconfigurable and can adapt to correct bugs, increase functionality, or
react to changing environments. Their main problem is that the desired cir-
cuit must be described at a register-transfer level, which could be daunting for
demanding applications.

HLS has evolved over the years and is now a more mature technology that can
ease the development effort of hardware accelerators. This practical experience
report has shown how a hardware accelerator for a CNN can be easily described
in C and, after including specific compiler directives to guide the HLS process,
an RTL description is obtained.

It is necessary to understand the underlying architecture of the selected de-
vice, and how the HLS process works, to apply transformations in the original C
code to enable loop unrolling and pipelining to achieve the highest throughput.
However, increasing performance is usually at the cost of using more resources.
This could require exploring different configurations for the selected compiler
directives to find a trade-off between the resources available in the target device
and the desired performance.

Several courses of action are opened for further research.
It is possible to achieve a higher acceleration by using stream interfaces in

the functions to represent unbounded, continuously updating data sets. By com-
bining it with the #pragma HLS DATAFLOW directive, to enable task pipelining,
it could be possible to overlap the execution of functions (layers), increasing the
overall throughput of the design when processing a continuous flow of images.

The current version of the CNN uses floating-point numbers and operations,
which take lots of time and resources to process. A quantised version of the same
CNN which uses integer numbers of 8 bits for data and operations can improve
the obtained throughput and reduce resource consumption. However, this may
impact the accuracy of the provided classification.

Finally, design space exploration techniques can be deployed to determine
the most suitable configuration of the compiler directives to find a particular
trade-off between throughput and resource consumption.
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